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Note from the Editor

On behalf of the Editorial Board, I am honored to present the 2015-2016 Stanford Economics

Journal.

The Journal has undergone considerable change this year, as it continues to evolve to better achieve

its mission of showcasing the best undergraduate economic research and analysis. In addition to

transitioning to an annual rather than a biannual publication, we relaxed our submission criteria

to allow for papers that lie at the intersection of economics and other social sciences. We also

allowed younger students to submit shorter articles on economic topics that interested them. These

changes were intended to expand the Journal’s relevance and audience and to make the Journal

more diverse and inclusive.

We truly appreciate all the submissions we received from around the globe. We enjoyed reading the

incredible research that students have undertaken, and we could not be more thrilled with the 11

papers that we selected for the Journal. The topics examined in these 10 papers covered a wide spec-

trum, from microfinance and economic crises to fashion design and online dating. One feature they

all shared, however, was the academic rigor that formed a foundation for thoughtful analysis. We

could not be more proud to share these papers with the academic and online community as a whole.

Thank you to the Stanford Economics Association and the Stanford Department of Economics

for their continued guidance and support. We are grateful for their commitment to the Journal and

its mission of inspiring student interest in the field of economics.

Kimberly Tan

2015-2016 Editor-in-Chief
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Living in the Shadows or Government Dependents:

Immigrants and Welfare in the United States

Charles Weber

Harvard University

May 2015

Abstract

Are immigrants in the United States more likely to be enrolled in welfare programs than

natives and how has this comparative usage changed over time? To address this question, I pool

four panels from the 1990, 1991, 2001, and 2004 Survey of Income and Program Participation

and regress different measures of welfare usage on binary migrant variables as well as including

time fixed-effects. I find three trends: first, there is no statistically significant difference between

the welfare use of similar immigrants and natives, second, immigrant welfare use decreased after

the enactment of the 1996 Personal Responsibility and Work Opportunity Reconciliation Act

(PRWORA), which is probably driven by great decreases in Medicaid use over that time period,

and third, if Medicaid use is excluded from the measurement of welfare use, immigrants use

more of the remaining programs than natives and at an increasing rate after PRWORA. I

conclude by proposing several directions for future research.

1 Introduction

Are immigrants in the United States more likely to be enrolled in welfare programs than natives?

There is no shortage of media coverage proclaiming the costs that migrants impose on public pro-

grams in the U.S.. Even seminal works in immigration economics have found that U.S. immigrants
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tend to be negatively selected from their origin countries, which have much wider income distribu-

tions than the redistributive U.S. (Borjas, 1987). This implies that these less-wealthy, less-educated

immigrants migrate in order to receive a greater standard of living through, among other benefits,

welfare. However, there is also evidence that shows migrants with similar socioeconomic character-

istics as their native counterparts use certain welfare programs at a lower rate likely due to fear of

deportation (Watson, 2014). This evidence seems to resonate with the intuition that immigrants

”live in the shadows” and seldom use public programs. Ultimately, the theoretical evidence as well

as colloquial opinions on immigrant welfare use seem to contradict each other.

In order to resolve this two-part contradiction, this paper will focus the above question by

examining the comparable welfare use of immigrants and natives over time. Particularly, I will

focus on changing welfare trends since the passage of the 1996 Personal Responsibility and Work

Opportunity Reconciliation Act (PRWORA) as it could be possible that the contradicting evi-

dence above is the result of changes in welfare use over time. By using Survey of Income and

Program Participation (SIPP) data from before and after this influential legislation, I will examine

the difference between immigrant and native use of welfare programs as well as the difference in

welfare use before and after the enactment of PRWORA. The empirical models will also highlight

the potential differences in use of different welfare programs. Using this approach, I will provide

evidence for three findings about immigrant welfare use. First, there is no statistically significant

difference between the welfare use of similar immigrants and natives. Second, immigrant welfare

use decreased after the enactment of PRWORA, which is probably driven by great decreases in

Medicaid use over that time period. Third, if Medicaid use is excluded from the measurement of

welfare use, immigrants use more of the remaining programs than natives and at an increasing rate

after PRWORA. These findings imply that it is key to explore how immigrants and natives may

differ in their use of specific welfare programs. After exploring these differing trends in welfare

use, I will also propose research to examine whether or not these welfare programs are allowing

immigrants to assimilate and contribute to the national economy.

The rest of the paper proceeds as follows. The second section gives background knowledge on

the important details of PRWORA as well as the literature focused on immigrant welfare. The
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fourth section presents the data and summary statistics. The third section outlines the empirical

framework. The fifth section discusses the results. The last two sections conclude by discussing

future research possibilities and the implications of this paper’s analysis.

2 Background

2.1 The Impact of PRWORA

Much of the literature on this topic has stemmed from the impact of PRWORA. This welfare

reform bill, while allowing refugees and political asylants to access benefit programs, dramatically

limited the programs legal permanent residents (LPRs) could access and completely disallowed

undocumented immigrants to access any welfare program (Levinson, 2002). Approximately 935,000

noncitizens lost benefits after the passage of PRWORA, an indication of how many immigrants are

poor (Fix & Passel, 2002). It is also important to consider the political atmosphere in which

this law was passed. In 1996, two other laws–the Antiterrorism and Effective Death Penalty Act

and the Illegal Immigration Reform and Immigrant Responsibility Act–were also passed limiting

noncitizens’ rights of residence and judicial appeal and the ability of undocumented immigrants to

obtain legal status. This arguably hostile political atmosphere towards migrants led to the first

discussions of ”chilling effects” in immigration academia. For example, Zimmermann & Fix (1998)

found that noncitizen use of public benefits in Los Angeles County fell following welfare reform and

was declining at a faster rate than that of citizens. In the next sub-section, I will further discuss

Watson’s (2014) analysis of chilling effects.

Amidst the backdrop of PRWORA, it seems plausible to presume that immigrant use of welfare

programs could have dropped precipitously after its passage. Nonetheless, a majority of states

continued to provide federally funded programs to immigrants if they were given the option to do

so (Fremstad, 2004) and some high-immigrant states, e.g. California, provide significant assistance

in addition to what is permitted federally (Fix & Passel 2002). In addition, differing program

application and enrollment policies could also lead to differing effects than what would be expected

after the passage of PRWORA. For instance, it is generally easier to apply for children’s medical
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assistance programs like SCHIP and Medicaid than for cash assistance or food stamps (Holcomb et

al., 2003). The evidence suggests that PRWORA likely had direct impacts on immigrant welfare

use, but the extent and manner of that impact is more ambiguous.

2.2 Contradicting Findings

There is limited research on immigrants welfare use much before the passage of PRWORA, but the

research that does exist tends to support the hypothesis that immigrants use welfare programs more

than natives. Borjas & Trejo (1991) originally found that more recent immigrant cohorts use the

welfare system more intensively than earlier cohorts and that immigrants who had been in the U.S.

for longer were more likely to receive welfare. Nonetheless, Borjas & Trejo use the 1970 and 1980

U.S. Censuses, which do not contain information on non-cash benefit programs including Medicaid,

food stamps, and subsidized housing and energy programs. Borjas & Hilton (1996) fittingly use

data from the Survey of Income and Program Participation (SIPP), which does contain observations

on the use of non-cash benefit programs. The SIPP also is a panel dataset, which records data on

families every four months for 32 months in earlier panels and as much as 48 months in the most

recent panels. Using data from the 1984, 1985, 1990, and 1991 SIPP, Borjas & Hilton show that

the average immigrant uses welfare at a rate of 21 percent whereas the native rate is 14 percent and

that immigrants also experience more and longer welfare spells (1996, pg. 583). They also show

that although much of this welfare gap diminishes after controlling for socioeconomic differences

between migrants and natives, there still is a statistically significant difference between migrants and

natives welfare use (1996, pg. 592). Borjas (1999) also finds that immigrant welfare recipients are

more often located in relatively high-benefit states, further showing the strong correlation between

welfare use and immigrants.

The above papers, although they show a correlation between welfare use and immigrants, all

work with data predominantly from before PRWORA. Watson (2014) begins a discussion that

is in great contrast with the findings of Borjas & Hilton (1996). Focusing solely on Medicaid,

public health insurance for the poor and children, Watson finds that just 30 percent of eligible

noncitizen adults were enrolled in Medicaid compared with 57 percent of eligible citizens, indicating
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that immigrants use Medicaid much less than natives. Noting that immigration enforcement has

dramatically increased since the early 1990s, Watson shows that this increase in enforcement has

caused noncitizen mothers to enroll their children in Medicaid far less than what PRWORA would

cause on its own. These ”chilling effects,” according to Watson, have caused immigrant Medicaid

use to drop greatly since the early 1990s. Although Watson is only looking at Medicaid, this stands

in great contrast to the findings of Borjas & Hilton who assert that even similar immigrants use

welfare programs more often than their native counterparts.

The contradicting findings of Borjas & Hilton (1996) and Watson (2014) are perplexing. How-

ever, both would seem to fit the two intuitive narratives previously mentioned that dominate the

media. The findings of Borjas & Hilton (1996) resonate with the idea that immigrants migrate to

the U.S. in order to take advantage of the country’s generous welfare programs. Yet the findings

of Watson (2014) resonate with the idea that immigrants tend to live in the shadows in the U.S.

and do not use welfare if they feel threatened by enforcement policy. It is important to emphasize

that Borjas & Hilton (1996) are measuring the total use of all welfare programs whereas Watson

(2014) focuses on Medicaid. As noted earlier, varying welfare program application and enrollment

policies could certainly create different trends for different programs. Furthermore, Borjas (2003)

shows that varying Medicaid cutbacks across states do not reduce health insurance coverage of im-

migrants as immigrants tend to find insurance through their employers. It may be possible that the

decrease in Medicaid enrollment Watson (2014) finds was countered by immigrants finding other

insurance and most other immigrant welfare use was not affected after PRWORA. However, the

distribution of health insurance between the public and private sector is not the focus of this paper.

The contradictory findings from above emphasize the ambiguity of PRWORA’s impact on welfare

program use. Both Medicaid and other program use must be analyzed more rigorously.

3 Data and Sample Statistics

In the previous section I examined the contrasting findings of Borjas & Hilton (1996) and Watson

(2014). It seems likely that the passage of PRWORA had an impact on immigrant welfare use,
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but the extent of that impact is unclear. In order to clarify the true use of welfare programs by

immigrants compared to the use by natives, it is necessary to reproduce the empirical analysis done

by Borjas & Hilton (1996, Section III) using more current data.

Borjas & Hilton originally use data from 1984, 1985, 1990, and 1991 panels of the SIPP. This

paper will use the 1990 and 1991 panels as well, but also merge those with new 2001 and 2004 panels.

These additional panels will likely account for even the lagged effects of PRWORA. Using two panels

each a similar distance in time before and after the enactment of PRWORA, it is most likely that

any effects from this legislation would be found within the timeframe of the four panels. The SIPP

is a nationally representative survey that interviews households at four-month intervals for a period

between 2 and a half to 4 years and includes information on where each respondent was born. For

the regression analysis below, I will define the observation’s householder as an immigrant if they are

either a naturalized citizen or not a citizen at all. As with all immigration economics, it is difficult to

measure the differences between documented and undocumented migrants. Nonetheless, the SIPP

is unlikely to include many observations from undocumented migrants because the federal Census

Bureau conducts it. The results in this paper then will mainly pertain to documented migrants.

The SIPP also lends itself well to analysis of individuals’ use of welfare as it contains information on

a respondent’s amount of assistance received either directly through monetary benefits or through

in-kind benefits.1

Table I presents the mean and standard deviation of the most useful variables in our pooled

dataset. The table separates the data by time period (before and after PRWORA) then it also

separates the data for natives and migrants. Table II highlights the statistics comparing native

and immigrant households’ use of specific welfare programs separated for the 1990 and 1991 panels

and the 2001 and 2004 panels. Columns 3 and 6 each measure the welfare gap, or the difference in

welfare use between natives and immigrants, during each time period before and after PRWORA

respectively. In the first row measuring total welfare use, there is a 2.73 percent welfare gap with

migrants using more welfare than natives before the passage of PRWORA. While both migrants and

1The Census Bureau also releases data from a survey called the SIPP Synthetic Beta (SSB). The SSB integrates
person-level micro-data from the SIPP to Social Security Administration and Internal Revenue Services records.
Although this dataset may provide a more accurate measurement of household’s use of welfare, it is accessible by
application only. Future research may improve upon this paper by using the SSB.
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natives use welfare at a much higher rate after PRWORA, that gap diminishes to only 0.33 percent.

Both of these gaps are statistically significant at the one percent level giving greater support to the

hypothesis that the dynamics of total welfare use are changing over time for migrants and natives.

In the second row measuring Medicaid use only, there is evidence of what may be driving these

changing welfare gaps. Before the passage of PRWORA, the Medicaid gap was 1.18 percent with

migrants using more Medicaid than natives (gap again statistically significant at the one percent

level). After PRWORA however, that gap flips to 1.88 percent with natives using more Medicaid

than migrants. This tremendous decrease in migrant use of Medicaid relative to native use of

Medicaid is a statistically significant difference at the one percent level. This is evidence that the

dynamics of migrant enrollment in Medicaid must have changed dramatically after the passage of

PRWORA while other welfare program enrollment generally increased (see third row measuring

welfare excluding Medicaid).

Ultimately, while changing trends in specific program use by both migrants and natives are

observable in the summary statistics, these trends could be driven by multiple other factors rather

than post-PRWORA program changes. It will be important to control for socioeconomic differences

between natives and migrants as well as for state and time fixed effects that could treat migrants

and natives differently. Through a more rigorous empirical analysis, I will explore the true signifi-

cance of these changing gaps across time.
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Table I: Summary Statistics
Pre-
PRWORA

Post-
PRWORA

(1) (2) (3) (4) (5) (6) (7)
Natives Migrants Both Natives Migrants Both Full

Panel
Receiving welfare
in a given month
(%)

0.12
(0.33)

0.15
(0.36)

0.12
(0.33)

0.18
(0.38)

0.18
(0.38)

0.18
(0.38)

0.16
(0.37)

Receiving Medicaid
in a given month
(%)

0.09
(0.29)

0.10
(0.30)

0.09
(0.29)

0.14
(0.35)

0.13
(0.33)

0.14
(0.35)

0.13
(0.33)

White (%) 0.78
(0.41)

0.33
(0.47)

0.75
(0.43)

0.73
(0.44)

0.29
(0.45)

0.69
(0.46)

0.71
(0.45)

Black (%) 0.12
(0.32)

0.06
(0.24)

0.11
(0.31)

0.13
(0.34)

0.07
(0.26)

0.13
(0.33)

0.12
(0.33)

Hispanic (%) 0.08
(0.27)

0.41
(0.49)

0.10
(0.30)

0.09
(0.29)

0.41
(0.49)

0.12
(0.32)

0.11
(0.32)

Other (%) 0.02
(0.15)

0.20
(0.40)

0.04
(0.19)

0.05
(0.21)

0.23
(0.42)

0.06
(0.24)

0.05
(0.23)

Female (%) 0.52
(0.50)

0.54
(0.50)

0.52
(0.50)

0.52
(0.50)

0.52
(0.50)

0.52
(0.50)

0.52
(0.50)

Married (%) 0.41
(0.49)

0.63
(0.48)

0.43
(0.49)

0.39
(0.49)

0.64
(.48)

0.41
(0.49)

0.42
(0.49)

Educational attain-
ment

2.02
(1.09)

2.17
(1.14)

2.03
(1.09)

2.65
(1.14)

2.47
(1.30)

2.63
(1.16)

2.41
(1.17)

Age 33.27
(22.12)

43.11
(17.45)

33.99
(21.96)

35.43
(22.88)

43.66
(16.63)

36.09
(22.55)

35.43
(22.39)

Total family earned
income (monthly)

2698.10
(2578.97)

2592.75
(2551.62)

2690.30
(2577.10)

4260.57
(5181.08)

4169.62
(4913.28)

4253.24
(5160.09)

3764.86
(4572.36)

Observations 2,687,718 214,930 2,902,648 5,872,129 514,453 6,386,582 9,289,230
Table I reports sample means (and standard deviations) for the dependent welfare variables and control
variables used in the regression analysis for sub-groups (1-6) as well as the whole panel (7). Educational
attainment variable is measured from 1-5 with 1 representing less than high school completion, 2: high

school graduate, 3: some college education, 4: college graduate, and 5: post-college education. In
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regression analysis, I use binary variables representing the various levels of education rather than what
would be implied by the continuous variable above. One observation represents one survey month for an

individual, thus there is 9,289,230 observations for the 348,884 individuals in the full panel.

4 Empirical Framework

The empirical analysis of this paper will follow very closely to that of Section III in Borjas &

Hilton (1996). I will attempt to measure the change in welfare use before and after PRWORA by

highlighting the difference between the 1990/1991 and 2001/2004 panels. I will use the four SIPP

panels from 1990, 1991, 2001, and 2004 to estimate the regression,

Pist = α ∗ Iist + β ∗ (Iist ∗ Tist) + γ′ ∗Xist + δs + θt + εist (1)

where P gives the fraction of time that household i received a particular type of welfare in

a particular state s and year t, Iist is a binary variable equal to one if the householder is an

immigrant and Tist is a binary variable equal to one if the observation is from either the 2001 or

2004 panels (data that is drawn post-PRWORA). In certain models, I will include Xist, a vector

of socioeconomic and demographic characteristics of the household as well as δs and θt, state and

time fixed effects respectively. The key coefficient of interest is β as it will measure the change in

welfare use by immigrants before and after PRWORA.
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Table II: Changing Trends in Welfare Gaps
Pre-
PRWORA

Post-
PRWORA

1990/1991
Panels

2001/2004
Panels

(1) (2) (3) (4) (5) (6)
Natives Migrants Welfare

gap
Natives Migrants Welfare

gap
All welfare 12.09% 14.82% +2.73% 17.58% 17.91% +0.33%

Medicaid only 9.06% 10.24% +1.18% 14.42% 12.54% -1.88%

Welfare excluding
Medicaid

3.02% 4.58% +1.56% 3.16% 5.37% +2.21%

Observations 105612 7632 - 219280 16360 -
Table II highlights the statistical welfare gaps between natives and migrants and across time periods. It is

most interesting to see the polar opposite welfare gap for Medicaid use across time periods.

In order to further delve into the contrasting findings of Borjas & Hilton (1996), who use all

welfare programs as their dependent variable, and Watson (2014), who uses only Medicaid use as

her dependent variable, I will run three main iterations of the above regression equation. The first

will measure P for any and all welfare programs used by households. The second will measure P by

all welfare programs not including Medicaid used by households. The third and final will measure

P by only recording Medicaid use by households. Any differences in the coefficient of interest β

between the three regressions could reconcile the contrasting views of Borjas & Hilton and Watson

as well as the differences in welfare gaps seen in Table II.

5 Results and Discussion

Table III presents five models of interest. In column one, I present the most basic model regressing

all welfare use on the two key variables, the binary migrant variable and the interaction term

between migrant and the binary post-PRWORA variable. I find significant coefficients at the one

percent level indicating that migrants on average use 1.03 percent less welfare than natives and that

migrants’ welfare use increased by 3.08 percent after PRWORA. It is likely however that this most

basic model without any control variables has little internal validity however as indicated by its very

13



low adjusted R-squared value. Including state and year fixed-effects in the model shown in column

2 leads to the opposite results from the first model. This model indicates that migrants on average

use 2.05 percent more welfare than natives while their welfare use decreases by 2.05 percent after

PRWORA. Both coefficients are significant at the one percent level. From our discussion above,

it is important to examine how greatly socioeconomic differences between migrants and natives

could be driving these results. In the model in column 3, I control for a multitude of socioeconomic

differences, which drops the significance of the migrant indicator variable implying that there is

no significant difference between migrant and native welfare use. The interaction term remains

significant at the one percent level however still showing that migrant use of welfare dropped by

1.61 percent after PRWORA. This model will ultimately be the most useful one as including the

socioeconomic controls increase the adjusted R-squared value significantly indicating how much

socioeconomic differences drive the welfare gaps seen in the summary statistics.

The models in columns 4 and 5 use different dependent variables than the first three models,

which regress all welfare use on the specified independent variables. In the column 4 model, which

only measures Medicaid use as the dependent variable, I see similar results to those in the model in

column 3. The migrant indicator variable remains insignificant, while the interaction term increases

in significance and absolute value. This is likely indicative of the great extent that migrant Medicaid

use dropped. As Medicaid use makes up the majority of welfare use by both natives and migrants,

the results seen in the column 4 model could be driving the results in the column 3 model. There

is further evidence of the large role these Medicaid use drops play in the column 5 model. This

model excludes Medicaid use in the measurement of welfare leading to dramatically different results.

First, for the remaining welfare program use, I find that migrants’ use these programs more than

natives by 0.49 percent, an estimate that is significant at the five percent level. Further, we find

that migrant use of the remaining programs increases by 0.77 percent after PRWORA.
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Table III: Differing Trends in Specific Welfare Program Use
(1) (2) (3) (4) (5)
All Welfare All Welfare All Welfare Only Medi-

caid
Welfare
(No Medi-
caid)

Migrant -0.0103**
(0.0039)

0.0205**
(0.0039)

-0.0002
(0.0038)

-0.0051
(0.0033)

0.0049*
(0.0021)

Migrant*Post-
PRWORA

0.0308**
(0.0047)

-0.0205**
(0.0049)

-0.0161**
(0.0045)

-0.0238**
(0.0040)

0.0077**
(0.0025)

Female 0.0496**
(0.0010)

0.0315**
(0.0009)

0.0181**
(0.0005)

Married -0.0561**
(0.0013)

-0.0432**
(0.0011)

-0.0129**
(0.0007)

Total family earned
income (monthly)

-0.0000**
(0.0000)

-0.0000**
(0.0000)

-0.0000**
(0.0000)

Age -0.0004**
(0.0001)

-0.0022**
(0.0001)

0.0018**
(0.0001)

Age-squared -0.0000**
(0.0000)

-0.0000**
(0.0000)

-0.0000**
(0.0000)

High school -0.0833**
(0.0019)

-0.0827**
(0.0017)

-0.0006
(0.0010)

Some College -0.1163**
(0.0019)

-0.1085**
(0.0017)

-0.0078**
(0.0010)

College -0.1277**
(0.0019)

-0.1071**
(0.0016)

-0.0206**
(0.0009)

Post-grad -0.1233**
(0.0024)

-0.1018**
(0.0021)

-0.0215**
(0.0011)

Racial controls yes yes yes yes yes
State fixed-effects no yes yes yes yes
Year fixed-effects no yes yes yes yes
Adjusted 0.00 0.02 0.17 0.15 0.03
R-squared
Observations 9,289,230 9,288,917 9,288,917 9,288,917 9,288,917

* p ¡ 0.05; ** p ¡ 0.01
Table III reports the OLS coefficients from a regression of all welfare program use (columns 1-3), just
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Medicaid use (column 4), and all program use excluding Medicaid (column 5) on the listed independent
variables. Column 1 is the most basic model only including the binary migrant variable and the

interaction term. Column 2 adds state and year fixed-effects. Column 3 adds the listed socioeconomic
controls. Standard errors are adjusted for the 348884 clusters for each individual household.

The differing findings across the last three models seem to resonate with hypotheses proposed

earlier in this paper regarding the differing effects on welfare use different welfare programs may

have. In the models in columns 3 and 4, I find that there is no statistically significant difference

between the welfare use of similar immigrants and natives, but that immigrant welfare use de-

creased after the enactment of PRWORA, a trend likely driven by decreases in Medicaid use over

that time period. In the last model, if Medicaid use is excluded from the measurement of welfare

use, immigrants use more of the remaining programs than natives and at an increasing rate after

PRWORA. These findings are consistent with the differing findings of Borjas & Hilton (1996) and

Watson (2014). If one considers solely means-tested programs excluding Medicaid, it appears that

immigrants use either the same or a greater amount of these programs than their native counter-

parts, a finding consistent with those of Borjas & Hilton. However, if one considers Medicaid along

with other welfare programs, it appears that drops in Medicaid use since PRWORA have driven a

decreasing trend in migrant welfare use, a finding consistent with those of Watson. Ultimately, I

have shown that it is important to consider how one measures welfare use and what programs one

considers when comparing migrants and natives use of these programs.

6 Long-term Impacts of Welfare

Now that there is a clearer picture of the current trend of welfare use for immigrant households,

it is then important to discuss whether or not welfare is doing its job for immigrants; that is, are

welfare programs helping immigrant households move out of poverty and be socially mobile? This

question is most important as it will show whether the current state of welfare is helping immigrants

assimilate into the nation’s economy or if it is mainly a source of deadweight loss. Even Borjas &

Hilton discuss in their conclusion, ”little is known about the long-run impact of welfare dependency

in the immigrant generation in terms of the economic and social outcomes of second-generation
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Americans” (1996, pg. 602). Nonethless, data from the SIPP will not be useful to answer this

question about long-term impacts of welfare as the time period of observation is 48 months at a

maximum.

A possible dataset that could allow for measurements of the long-term impact of welfare pro-

grams for immigrants in the National Longitudinal Study of Youth (NLSY). The NLSY 1979 cohort

(NLSY79) follows the lives of a sample of American youth, ages 14-22 in 1979, born between 1957

and 1964. The cohort of 12,686 respondents was interviewed a total of 25 times between 1979 and

2012. Using this dataset, it may be possible to track the long-term outcomes of children of immi-

grants who belonged to welfare-receiving families during their youth. Unfortunately, there are many

problems with this dataset however. First, in the sample of 12,686, only 874 belonged to immigrant

families, and only 268 of those ever belonged to a family that received welfare. This meager sample

size could greatly discredit any findings of an empirical analysis of the sample. Second, the external

validity of any results would also have to be questioned as the welfare system between 1957 and

1979 functioned much differently than it does today. With these limitations in mind however, it

may still be useful to run some preliminary empirical analysis.

Using only the observations from the respondents who are children of immigrants, the regression

equation that would estimate these long-term impacts of welfare is

wit = α+ β ∗ Iit + γ ∗ (Iit ∗ Pit) + δ′ ∗Xit + εist (2)

where wit gives the current wage of individual i during time t, Iit represents a binary variable

indicating that individual i is the child of an immigrant household, Pit represents a binary variable

equal to one if individual i ever belonged to a family that was enrolled in a welfare program, and

Xit is a vector of socioeconomic and demographic characteristics of the individual when they were

first interviewed. The coefficient of interest, γ, will measure the effect of being on welfare as child

on the wage of a child of an immigrant household.

While the data that would allow for this kind of long-term analysis is limited, larger and more

detailed long-term longitudinal datasets will only become more prevalent in the future. It will not
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only be of great interest to the American public whether or not welfare programs are leading to bet-

ter outcomes for immigrants and their children, but also to prospective immigrants deciding which

country will give their children the best future. The field of welfare and immigration economics is

ripe with opportunity.

7 Conclusion

This paper examines the various welfare gaps between immigrants and natives across time paying

particular attention to before and after the passage of the 1996 PRWORA. Through this analysis, I

contribute that it is vitally important to show that different welfare programs, especially Medicaid,

may have different trends in use patterns by natives and migrants. In particular, three findings

motivate this assertion. First, there is no statistically significant difference between the welfare use

of similar immigrants and natives. Second, immigrant welfare use decreased after the enactment

of PRWORA, a decrease mainly driven by great decreases in Medicaid use over that time period.

Third, if Medicaid use is excluded from the measurement of welfare use, immigrants use more of

the remaining programs than natives and at an increasing rate after PRWORA. While the previous

section discussed the large area of potential research focusing on the long-term impacts of welfare

use by migrants, the findings of this paper could be further clarified as well. While this paper

shows that PRWORA or other similar legislature likely had some effect on migrant use of welfare,

it is difficult to show the exact mechanisms in which this effect occurred. For instance, Watson’s

finding of increased enforcement leading to lower rates of Medicaid enrollment could still be valid in

playing a large role in discouraging migrant enrollment in Medicaid. It would be useful to isolate the

effects of both PRWORA and increasing enforcement by controlling for enforcement in the empirical

analysis done in this paper. Still, the findings of this paper indicate that dramatic changes in the

way immigrants use welfare occurred after PRWORA.
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Abstract

As the most major source of energy, crude oil has a significant impact on political and

economic dynamics around the globe. The price of oil, therefore, directly and indirectly affects

our daily lives. Higher oil prices reduce discretionary income while driving up prices of other

consumer goods and services, thereby impacting domestic consumption. In this paper, we

hypothesize that the real price of imported crude oil negatively influences personal consumption

expenditure within the United States. To test the theory, we present a least squares model by

regressing oil prices as well as other macroeconomic sets of time series data against personal

consumption expenditure. The results indicate a structural change in 1980, aligning with the

introduction of regulations for crude oil price control following the OPEC embargo. Our results

are significant at the 99% confidence interval that real imported crude oil prices negatively

impact real domestic consumer expenditure.

1 Introduction

According to the US Energy information Administration’s (EIA) latest estimate for the first quarter

in 2015, the world consumes around 91.13 million barrels of crude oil per day. As one of the major

energy sources in the world, crude oil dominates as the subject of both domestic and foreign energy

policy. Its importance lies in its chemical potential, which is harnessed by oil refineries to produce
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gasoline, heating oil, jet fuel and propane. Crude oil allows for effective transportation and efficient

heating and electricity generation, defining the experience of modern-day consumers. Because of

its crucial role in modern life, consumers view refined oil, such as gasoline, as an essential expense

and therefore inelastic in demand with regards to price. Lower oil prices increase consumers’ dis-

cretionary income via the income effect, thereby encouraging consumption in the economy. Higher

oil prices, however, prompt the opposite to occur and decrease consumption. The price of oil is

determined through global supply and demand, a delicate balance that, if disrupted, can have se-

vere economic repercussions in the forms of low consumer confidence, high inflation, and an overall

decrease in consumer spending.

The objective of this paper, therefore, is to examine the relation between oil prices and con-

sumer spending in an oil-importing country: the United States. We hypothesize that the import

price of crude oil has a negative impact on domestic personal consumption expenditure due to its

microeconomic implications. The empirical methodology is to utilize the Ordinary Least Squares

method to create a multivariable regression model in order to examine the United States from 1970

to 1995. The time period is carefully selected so that it covers the two oil price shocks in the

1970s, capturing an economy that is reliant on foreign oil and the restrictions it poses on domestic

consumption expenditure.

Furthermore, we make necessary modifications to our model by modifying variables to avoid

high multicollinearity, detecting structural changes by running the Chow Test, and implementing

a heteroscedasticity test. The general expectation here is a negative correlation between real crude

oil prices and real personal consumption expenditure.

2 Literature Review

As the major source of energy, crude oil is no doubt one of the most widely studied commodities

in the global economy. It has been extensively researched and used as an indicator for economic

forecasting. Numerous studies have examined the relations between the price of oil and the economy

of oil-imported countries. Hamilton’s (1983) study recognizes oil shocks as a contributing factor
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to economic downturns in the United States after World War II, suggesting an increase in oil

prices could lead to a vast decline in total output. Some authors base their studies on foreign

economies, stressing the impact of oil prices in the economy on a macroeconomics scale. Hanabusa

(2009) investigates the relation between oil prices and economic growth in Japan. He suggests a

causal relationship and argues that the price of oil is an important predicator of economic growth.

TovarJalles (2009), on the other hand, analyzes the impact of oil prices on economic performance in

France and notes that the price of oil has exerts less influence on macroeconomic variables as time

progresses. Regarding oil prices and spending specifically, Odusami (2010) explains the short-term

deviations of consumption, asset wealth and labor income from their long-term trend as a result

of crude oil price fluctuations. He further recognizes consumption as a proportion of aggregate

wealth, noting that as oil prices increases, the proportion of aggregate wealth consumed decreases.

Odusami’s (2010) study parallels with our hypothesis and provides a different angle to examine the

crude price-consumption relation. Having investigated the causes of post-WWII oil shocks as well

as their effects in the aftermath, Hamilton (2013) notes that price control is an important factor

to be considered with the events of drastic oil price increases. He further points out that after

the oil price spike in the 1970s caused by the embargo of Organization of Petroleum Exporting

Countries (OPEC), there were numerous sets of elaborate regulations particularly introduced for

oil price control. Interestingly, Hamilton (1983), Odusami (2009), and Petersen’s (2005) studies all

suggest weakening effect of oil prices on consumption after 1980, when the regulatory environment’s

effect came into the picture as oil prices started to fluctuate in different directions. Namely, the

United States introduced a multitude of measures for further oil independence as a way of increasing

economic stability. This allows us to test our theory in two separate periods-before and after the

change in environment and movements of crude oil prices.

3 The Model

The model we use for this paper is a multivariable linear regression model that examines time series

data. We study the time period from 1970 to 1995 and employ quarterly instead of annual data
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due to the volatile nature of crude oil prices. The model we will be estimating with Ordinary Least

Squares method is introduced as the following equation:

PCt = β1 + β2OPt + β3Zt + β5Pt (1)

where Zt = CPIt + 0.6345CCIt

Variable Codes:

Dependent Variable:

• PCt Real Personal Consumption Expenditures (billions of chained 2009 dollars)

Independent Variables:

• OPt Real Imported Crude Oil Prices ($/barrel)

• Zt - CCI and CPI Combination Variable

• Pt - Population Growth Rate (%)

Real Personal Consumption Expenditures Real Personal Consumption Expenditures is the

dependent variable in our model. It is a measure of goods and services consumed by households,

including durable goods, non-durable goods and services. There are two categories of personal

consumption expenditures: real and nominal. Real values are inflation adjusted while nominal

values are not. Here, for the convenience of comparison, we will be using Real Personal Consumption

Expenditures in billions of chained 2009 dollars, seasonally adjusted.

Real Imported Crude Oil Prices Oil prices can be defined as the prices of crude oil, gasoline,

or heating oil, etc. Since we are examining the movement in original oil price rather than the

prices of refined products, which would reflect the price of manufacturing process, we will use real

imported price of crude oil, in dollars per barrel, as an indicator of oil prices in our model. We

expect its coefficient to be negative because consumers have less discretionary income as the price

of oil increases.
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Population Growth Rate Population growth rate is defined as the rate at which the number

of individuals in a population increases. We assume that an increase in population growth rate will

lead to an increase in personal consumption expenditure, as there are more people to consume in

the economy; in other words, the coefficient of P is expected to be positive. However, in a rare case

where population growth rate is decreasing, yet the total population still remains higher than the

initial population, the coefficient of P could be negative. The formula to derive P is the following:

P =
Population of year t− Population of start year

Population of start year
(2)

Consumer Confidence Index CCI is a surveyed indicator to measure consumer’s optimism

in state of the economy in the present and near future. Consumers have two options facing their

disposable income: to consume or to save. When consumers feel more confident and optimistic,

they tend to spend more on goods and services than they save. As a result, CCI is expected to

have a positive impact on personal consumption expenditure.

Consumer Price Index CPI measures the weighted average change in the price level of con-

sumer goods and services purchased by households. The US Bureau of Labor collects two types

of CPI data: CPI for Urban Wage Earners and the Chained CPI for All Urban Consumers. Since

CPI for Urban Consumers represents a larger population in the general public, we will be using this

set of CPI data in the model. In theory, an increase in the price level leads to inflation, causing

interest rates to fall and encouraging consumers to spend rather than save because of the relatively

low return from savings. Therefore, we expect a positive relationship between CPI and personal

consumption expenditure.

Consumer Confidence Index and Consumer Price Index Combination Variable Due

to the strong correlation of CCI and CPI, we obtain estimate of β4 = 0.6345β3 from cross section

analysis and introduce a combined variable Z (=CPI+0.6345CCI) in our regression model to resolve

the problem of muticollinearity. Doing so will allow us to estimate the combined effect of CCI and

CPI on personal consumption expenditure rather than the individual effects.
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4 Data

The data is in this paper is shown in Table 4.1. The five sets of data were extracted from several

database sources online. From the website of US Energy Information Administration (AIE), we

accessed quarterly data of real imported crude oil price from 1974 to 1980 and annual data from

1970 to 1973, the latter of which was repeated four times to fit into our quarterly data format. We

were also able to collect the data of real personal consumption expenditure and CPI on the website

of the Federal Reserve Bank of St. Louis (FRED) under Real Personal Consumption Expenditures

and Consumer Price Index for All Urban Consumers. The population growth rate data is available

on the website of the World Bank in annual form. We intentionally repeated annual data four times

as an adjustment in order to align our data sets. As for the CCI data from the Organization for

Economic Co-operation and Development, which is collected monthly, it was manually transformed

into quarterly data by averaging every three month’s figures. Note that the data of Z was calculated

as CPIt + 0.6345CCIt.

5 Results

The estimated regression line of our model from 1980Q1 to 1995Q4 is given as the following equation:

PCt = 393.6859 − 5.70934OPt + 28.1758Zt − 4.6115Pt (3)

As shown in Table 5.1, the R2 in this model is extremely high with a value of 0.980394, which

suggests that the independent variables in this model explains roughly 98% of the variation in

the real personal consumption. As for the estimates, the intercept is significant yet posses no

economically meaningful interpretation since the oil price, CCI, CPI, and population growth rate

are unlikely to be zero at the same time. The signs of OP and Z coefficients are as expected,

indicating a negative impact of oil prices and a positive combined CCI-CPI impact on personal

consumption. Nonetheless, the results also indicate problems that need to be examined. With

104 observations, population growth rate’s t value of -0.038988 implies that P is not statistically
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significant in this model.

In order to improve the model, we ran a Chow Test for 1980Q1 as it is suspected to be the

turning point in oil price history. As seen in Table 5.2, the test result is significant and thus implies

the presence of an appropriate structural break point in our time series model. In other words,

regression on subintervals of [1970Q1, 1979Q4] and [1980Q1, 1995Q4] gives a better modeling than

the regression over the whole interval of [1970Q1, 1995Q4]. As a result, we will proceed by running

the regressions of the two time periods separately. The estimated regression line of our model from

1970Q1 to 1979 Q4 is introduced in the equation below:

PCt = −5.7027 − 6.0451OPt + 39.2359Zt − 772.7508Pt (4)

As seen in Table 5.3, the regression of this subinterval also achieves a high R2 of 0.981958,

or 98% of explained variation in PC. Furthermore, all the estimates for the exogenous variables

are significant on 99% confidence interval according to the t-test results. The negative sign of OP

confirms our hypothesis and indicates about a 6.05 billion dollar decrease in Personal Consumption

Expenditure with every one-dollar increase in per barrel oil prices. As expected, the coefficient

of Z indicates a positive combined CCI-CPI impact on consumption. The negative sign of the

population growth rate, however, does not match up with our original expectation based on the

theory of larger population makes more consumption. Yet as we compare Graph 6.1 and Graph

6.3 from 1970 to 1979, it is true that as Personal Consumption Expenditure exhibits a rising trend,

population growth rate was decreasing during the period. This could be explained by the slower

yet steady increase in total US population, referring to Table 6.4 from the US Census Bureau.

The intercept in this regression is not significant; however, we are not going to further interpret it

because it has no intrinsic meaning in our model. One potential problem in this regression could be

heteroscedasticity. In order to investigate, we plot the residuals, as shown in Graph 5.1. Since the

residuals are roughly evenly scattered, we conclude that heteroscedasticity is not a major problem

in this regression. The overall performance of this model for the subinterval of [1970Q1, 1979Q4]

is quite satisfactory.
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For the second subinterval, we run regression with data from 1980Q1 to 1995Q4. The second

estimated regression line of our model is given as the following equation:

PCt = −567.8053 − 4.3630OPt + 34.3119Zt − 428.4218Pt (5)

As seen in Table 5.4, we again get a large R2 of 0.979784. On average, every dollar per barrel

increase in OP is estimated to lead to a decrease of around 4.36 billion dollars in Personal Con-

sumption Expenditures. This is smaller than our estimation of the OP coefficient for the period of

1970 to 1979 of 6.05 billion dollars, demonstrating the effect of a structural break caused by the

U.S. policy changed for greater energy independence in 1980. Every unit increase in Z, on the other

hand, is estimated to have a positive impact of around 34.31 billion dollar increase on consumption

expenditures. Although the coefficients of OP and Z have the right signs and are both significant

at a 99% confidence interval, P turns out to be only significant at a 90% confidence interval. We

then plot the residuals for this subinterval to test heteroscedasticity. Graph 5.2 displays an ab-

normal distribution; the residuals exhibit a heteroscedastic pattern. In order to improve on the

model, Whites Correction for Heteroscedasticity is implemented. Comparing Table 5.5 and Table

5.4, however, one can see that the results are not immensely improved: the intercept and P remain

insignificant. This might be a result of the irrelevance using population growth rate instead of total

population or an outcome of muticollinearity among our macroeconomic exogenous variables. The

regression results of the second subinterval in this model are not as satisfactory, yet we achieved

our objective of examining oil prices-consumption relation. We have seen significant and negative

OP estimates in all of the regressions we run throughout the study, which support our hypothesis

that oil prices do exert an influence on personal consumption decisions.

6 Conclusions

This paper helps us understand one of the factors that affect consumer-spending decisions—the

price of oil. It provides empirical evidence that increases in oil prices have a negative effect on

consumer spending. The result is reached by running a multiple linear consumption model, with
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relevant macroeconomic factors as exogenous variables. This study aligns its finding with other

earlier research that a structural change occurs in 1980, altering the relationship between oil prices

and consumer expenditure. Under the model with two subintervals before and after 1980 —the

price of real imported crude oil negatively impacts personal consumption in both time periods. The

latter period, however, shows oil price as a weaker influence on consumer spending as compared

to the former. This is consistent with the increased regulatory changes regarding oil price control

by the United States around 1980. The study does not capture the relation between population

growth and consumption expenditure. Theoretically, population growth should have a positive effect

on consumer spending, yet the model indicates that it has no significant impact. Perhaps using

population instead of population growth rate as one of the dependent variables would improve

the model and give better results. Overall, the model has produced a satisfactory result that

demonstrates the impact of crude oil prices as an indicator of consumer spending.

7 Appendices

Figure 1: Table 5.1
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Figure 2: Table 5.2

Figure 3: Table 5.3

Figure 4: Table 5.4
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Figure 5: Table 5.5

Figure 6: Graph 5.1
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Figure 7: Graph 5.2

Figure 8: Graph 6.1
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Figure 9: Graph 6.2

Figure 10: Graph 6.3
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Figure 11: Graph 6.4
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Figure 12: Table 4.1
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Abstract

Both the online dating and labor markets are matching markets in which firms and agents

must agree they’re a good fit for one another. As a result, the model of the labor market can

be used to illuminate factors in the online dating markets that are well explained by traditional

neoclassical economic theory. Some of these characteristics include search theory, preference

signaling, and thick markets. A large portion of this paper focuses on preference signaling, the

ability of agents to signal to employers strong interest in a position. This model can also be used

in the realm of online dating. Professors Soohyung Lee and Muriel Niederle from the University

of Maryland and Stanford University, respectively, designed an experiment to determine the

effect of virtual roses on accepting proposals from online daters. However, there are factors

in both of these markets that run contradictory to neoclassical economic theory. Examples

include the paradox of choice made famous by psychologist Barry Schwartz and the presence of

asymmetric information, which through cooperative game theory can lead to efficient outcomes

in the online dating market.
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1 Introduction

“I’m looking for someone to be the Kim to my Kanye, the Angelina to my Brad, the Beyonce to

my Jay-Z, you get the picture. All kidding aside, I’m looking for someone who is spontaneous and

adventurous. I’m looking for someone who is not afraid to try new things. My ideal match would

be someone with a good sense of humor and who could engage in witty banter with me. If you feel

that you meet many of these prerequisites please feel free to message me with a freestyle rap or

haiku since I hear that’s how kids these days communicate.”

This except was taken from my profile on Match.com. Online dating has become a popular

alternative to the traditional form of dating. Daily we are bombarded with advertisements for online

sites such as eHarmony, Christian Mingle, and BlackPeopleMeet.com. Online dating provides an

opportunity to sift through potential mates while at home - what could be better? Surprisingly,

there are numerous economic concepts present in this complex market. The labor market has many

similar facets to the online dating market. As a result, analyzing the labor market can illuminate

characteristics of the online dating market well explained by neoclassical economic theory. However,

there are instances in both markets that run contradictory to neoclassical economic thought. In

these cases, online dating can help shed light on these facets observed in the labor market.

2 Background

The field of labor economics seeks to understand the markets for wage labor. This paper will focus

on the interaction between workers and employers specifically explaining patterns of employment.

The labor market is unique in that there is expected to have a persistent level of unemployment.

Similarly, the existence and success of online dating sites is predicated on having consistent pool

of available singles. Utility maximization is an important aspect of neoclassical economic theory,

which presents a particular assertion of human behavior. These behaviors will then be assessed

whether they confine to traditional neoclassical economics and their analysis will provide insight

into the online dating and labor markets, respectively.
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3 Search Theory

There’s no perfect substitute for “the one”

The opportunity costs associated with searching for a job is high for both the agent and the firm.

Additionally, dating is time consuming especially for those engaged in professional careers. The

alternative of online dating provides decreased opportunity costs associated with the traditional

form of dating. Yet we make these investments of our time because we believe they are worth it.

In both of these markets, frictions are present that disrupt the efficiency of the traditional supply

and demand model. This is referred to ’frictional unemployment.’ But employment may also be

the result of failed negotiations between two agents regarding wages. For example, say there’s an

agent X who has a reservation wage wr, the lowest wage the agent is willing to accept. Agent X

will be employed if he is offered a wage greater than wr and unemployed if he is offered a wager

less than wr.

There are also frictions present in the online dating market. There isn’t a single marketplace

where agents are matched together; there are numerous online dating sites with prospective partners.

High opportunity costs in the traditional dating market is a primary reason for the popularity of the

online dating market. Ironically, the abundance of choice at the simple click of a mouse may lead

to high “romantic unemployment.” Much like in the labor market, online daters have reservation

“utilities” before they can withdraw from the marketplace. In this context, withdrawing from

market means no longer being single. In an article entitled Matching and Sorting in Online Dating

in The American Economic Review, establishes reservation utilities for prospective matches. Let

vM (m) and vW (w) be the reservation utilities for men and women, respectively. The following

equations are based on Hiroyuki Adachi’s theory on two-sided search (Hitsch 2010).

1. AW (m,w) = [woman w accepts man m] = [UW (m,w) ≥ vW (w)]

2. Am(m,w) = [man m accepts woman w] = [Um(m,w) ≥ vM (m)]

But what happens to reservation wages when the duration of unemployment increases? We

would expect that as unemployment continues that a worker is willing to decrease his or her reser-
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vation wage. The worker feels as though his or her current reservation wage may be pricing out

prospective employers. A study analyzing the reservation wages of New Jersey workers for duration

of 6 months illustrated a decrease of 5% to 14% in reservation wage per week of unemployment

(Krueger 2013). An interesting insight discovered by Krueger and Mueller. Workers older than 50

appear less selective in the job market and adjust their reservation wage accordingly. “The appar-

ent willingness of older workers to lower their reservation wage the longer they are unemployed is

consistent with the view that job search is an investment, the cost of accepting a lower paying job

is less for those who plan to spend less time in the labor market,” argues Kruger (Krueger 2013,

pg. 16).

Much like in the labor market, online daters have certain reservation utilities that prospective

matches must meet. As the length of being single (romantic unemployment) increases, we would

expect that these reservation utilities to decrease similar to the labor market. In online dating,

it is difficult to measure the reservation utilities in terms of a single unit such as dollars. As a

consequence it is difficult to quantify and therefore test a decrease of reservation utilities as the

duration of being single increases.

4 Preference Signaling

Will you accept this rose?

Economist Michael Spence first developed the idea of preference signaling in the late 1970s, long

before the existence of online dating. In his model, the world consisted of skilled and unskilled

workers. According to Spence, higher education served only to signal to employers whether workers

were skilled or unskilled. In this model, talented workers can validate their skill level by graduating

college. Unskilled workers may attempt to receive a college education but the course load will

ultimately prove too difficult. This is the key aspect of Spence’s model of signaling, signals become

meaning only if they’re costly (Oyer 2013). Receiving a college education is a costly investment.

Owner and CEO of a midwestern cement block company echoed these sentiments when he was

asked why he hires college graduates. “It doesn’t mean you’re smarter by having a college degree.
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It means you’ve put up with a lot of stuff for four years and you were able to get through it.” (Oyer

2013, pg. 104).

Spence could not have foreseen the implications that the Internet would have on his model of

signaling. Now it is easy to submit many job applications with a click of a button. Similarly, it is

just as easy to message numerous potential partners through online dating websites. According to

an article in The Economic Journal, approximately 86% of those unemployed with home internet

access used the web in one aspect of their job search (Kuhn et al 2013, pg. 1216). Comparatively,

only 9% of the adult population has used an online dating site (Smith et al 2013, pg. 2). Of the

entire online dating population, 66% have gone on at least one date with someone they encountered

through this medium. Additionally, 23% of online daters report entering a long-term relationship

or even meeting their spouse. While technology has increased the scope of both potential job

opportunities and dating prospects, it also has created some challenges. Most notably, it is difficult

to determine the level of interest in a particular person or job if the opportunity costs of completing

a job application or messaging a prospective partner are quite low. As a consequence, Spence’s

model of signaling has become increasingly important in these matching markets.

The signaling model can be written more formally. Imagine a scenario where there are two firms

f1 and f2 that are competing over two workers w1 and w2. In this market, matches between groups

yield a payoff of 1 while unmatched groups yield a payoff of 0 (Coles et al 2012). In addition, the

probability that firm strictly prefers w1 to w2 is 50 percent and vice versa. In this game, workers

are not aware of each other’s preferences. If a firm receives a signal from its top worker, than that

firm will certainly send a job offer to that worker knowing it will be accepted. If a firm receives no

signal, then it will still send a job offer to its top worker not knowing if it will be accepted. What

if the firm receives a signal from the second worker but not its top worker? If it offers the second

worker a job offer then the firm is “responding” to the signal and if it chooses to still offer the job

to its top worker then it is choosing to “ignore” the signal.

If each worker can only send one signal to one firm and each worker in the market uses this

signaling mechanism then it is inferred that if one firm receives just one signal the other firm

received a signal from one agent in the market. In the case of f1 and f2, let’s say that f1 prefers
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w1 to w2. In the scenario in which w2 signals to f1, then if f1 sends an offer to w2, it will then

receive a payoff of X (Coles et al 2012). In the case that f2 ignores the signal from w1, there’s a

50 percent probability that it was the firm’s preference with. This would result in payoff of X for

f2 and a payoff of 0 for f1. Table 1 illustrates the payoff matrix for f1 and f2. If X is greater than

0.5 then both firms respond to signals.

Table 1: Firm f1’s payoffs condition on receiving a signal from it second ranked

worker1

f1/f2 Respond Ignore

Respond X X

Ignore 0 1/2

Has the creation of the Internet led to inefficient outcomes in both of these markets? While

there has been a substantial increase in the level of competition in both the job and online dating

market, people with strong qualifications and interest in a particular job stand a far better chance

than those who are not qualified and have little interest. But is there a way to signal strong interest

in a particular opportunity or prospective partner? On Match.com, users are able to signal strong

interest in a person by sending out VIP messages. Users are only able to send a VIP message once

a week, thus illustrating a strong investment in that person. Other online dating sites allow users

to purchase a virtual rose for some arbitrary amount of money.

Professors Soohyung Lee and Muriel Niederle from the University of Maryland and Stanford

University, respectively, wanted to determine the effect of virtual roses on accepting proposals

from prospective online daters. (Lee et al 2011). They conducted an experiment consisting of 613

participants, approximately of which 50% were female. Each participant was given 10 electronic

messages, a proposal, to give out to potential partners. In addition, each participant was given two

“virtual roses” but randomly selected 20% of participants were given eight. A virtual rose was a

way to signal special interest in a person and was valued because of their limited allocation.

Through this experiment, Lee et al wanted to determine the effect the virtual roses had on

accepting proposals. In order to do this, they ran multiple regressions on the sample set of partici-

1Coles et al. June 2012. Preference Signaling in Matching Markets. Pg. 7.
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pants accounting for different factors. The only variable in this analysis was whether a virtual rose

was attached to a proposal and the senders’ desirability rating. The experiment consisted of two

stages: a proposal stage and a response stage. During the response stage, it is important to note

that participants did not know whether proposals were accepted or rejected. Lee et al discovered

that a rose improved the chances of acceptance by 37% and that having eight roses improved the

chances of a date for men by more 60% (Lee et al 2011, pg. 31).

Not surprisingly most of the 1,921 proposals were sent by men, compromising 66% of the sample

(Lee et al 2011, pg. 11). Additionally, Lee et al studied the effect roses had on the acceptance

of proposals from different desirability categories. A priori, we would expect the effect of roses to

be greater for those in the middle or bottom desirability categories because these groups lack the

confidence of top tier prospects. As a result, a rose is a gesture of reassurance for the recipient

especially those in bottom desirability categories. Without attaching a rose to a proposal, an offer

from a person in the top desirability index is approximately 18 percentage points more likely to be

accepted than an offer from someone in the bottom desirability group (Lee et al 2011, pg. 21). The

addition of a rose increases acceptance among all groups by 3.3 percentage points.
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Unfortunately virtual roses are not available in the labor market but preference signaling is

still practiced. Because technology had made it significantly easier to apply to numerous jobs at

low costs, competition is high for a limited number of positions. There are even formal structures

in place that allow prospective employees to signal their interest in a company. The American

Economic Association (AEA) operates a service in which economics graduate students can signal

their interest in an interview with two firms at the annual Allied Social Science Associations (ASSA)

meeting. Much like Lee and Nierdle’s research, signaling may be necessary for top tier job candidates

to demonstrate genuine interest to middle desirable firms. This may be the case for overqualified

candidates who have geographic preferences and interest in second-tier employers. The preference
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system was created for just this reason. The AEA recommends job applicants use their signals on

employers “you like but that might otherwise doubt whether they are likely to be able to hire you”

(Oyer 2013, pg. 116). This signaling mechanism increased chances of getting an interview from

25% to 32% and the effect was prominent for candidates for small liberal institutions compared to

Ivy League teaching positions.

At the University, Ross School of Business students are able to bid for interviews for both

internships and full-time positions. The system is not limited to just undergraduates but also

includes MBA students as well. In order to obtain an interview with an employer, each Ross

student must submit their resume and cover letter in iMpact, the school’s exclusive career portal.

Each Ross student is allocated with 1,000 points, which they can use to bid for interviews. If a

candidate is selected for an interview after a review of their information in iMpact then they will

be charge 50 points if they chose to accept an interview invitation. Those who are not selected for

an interview invitation can bid for an interview. In this scenario, if students who bid are successful

then they’re charged a Market Clearing Price and placed on the interview schedule. If unsuccessful

candidates are then placed on a waiting list, which is ranked by bid amount. Bid points are not

deducted until the candidate has chosen to accept an invitation for an interview. In the appendix

is a flowchart outlining this process.

The bidding system at the Ross School of Business is a prime example of signaling in the

labor market. If a student is really interested in a prospective employer and is not selected for an

interview after the initial round then the candidate will bid a significant portion of their points

in order to secure an interview. However, an invitation for an interview does not guarantee being

offered the position. The candidate must assess when and where to use the allocation of points to

best maximize utility.

Within these markets, employers and potential dating partners are unable to sift through all

potential candidates. The creation of the Internet has made search easier but as a consequence

opportunity costs have decreased substantially. Michael Spence’s model of signaling becomes more

important as a result of online search mechanisms. Through applications, resumes, cover letters and

other forms of communication, candidates can signal their preferences to employers and potential
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dating partners. Spence’s framework asserts that signals only become meaningful if they’re costly.

Virtual roses are effective because online daters are unable to give them to all suitors, making them

costly to give one prospect and not another. Employers and potential dating partners then respond

to signals to make “hiring” decisions.

5 Thick vs. Niche Markets

Size Matters

Neoclassical economic theory suggests that thick labor markets are preferable to think markets.

According to the barter model, “the probability of finding a trading partner depends on the number

of potential partners available, so that an increase in the thickness of the market makes trade easier”

(Moretti 2010, pg. 1286). As a result, metropolitan areas are attractive to both firms and agents

because it’s likely to lead to better matching between the two. This is known as the thick market

effect where the more options in a market, the greater probability a buyer or seller is to find a

good match. Economists Hoyt Bleakley and Jeffrey Lin illustrate that thick markets offer more job

mobility for agents (Bleakley et al 2012). They also discovered that this greater job mobility leads

to happier workers. Younger workers are more likely to shop around for the “best fit” because of

the greater number of opportunities in thick markets. However, as agents progressed through their

professional careers they are less likely to switch jobs because it becomes more costly to do so as

a result of presumably better matching in thick markets. Additionally, these occupation changes

occur more often in large, diverse local markets compared to small, specialized ones (Wheeler 2008).

A secondary benefit of thick markets is that is mitigates risk of idiosyncratic shocks to both

workers and firms (Moretti 2010, pg. 1287). The numerous opportunities available in thick markets

leave agents better off in terms of finding employment in the event of a negative demand shock.

Moreover, firms benefit from having a large pool of candidates ensuring vacancies are filled.

But do thick markets also lead to better matching in the world of online dating? An online

dating site would be of little use if only one person participated. Sites such as match.com and

eHarmony benefit from network externalities, the value of using such sites is dependent on the
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number of others using it similar to the proliferation of cellular telephones. The available pool

of potential matches on these sites makes it more likely to find a suitable partner. After sorting

through members that meet the agent’s set of preferences, the pool of candidates becomes much

smaller. As a result, starting with a larger supply of prospects is to the benefit of the consumer.

ChristianMingle, JDate, FarmersOnly, and BlackPeopleMeet are all niche markets. They consist

of a single characteristic that defines that market. If a larger pool of candidates leads to better

matching then why are these sites successful? These are sites successful because all candidates

within these niche sites share the characteristic of the site that is usually of prominence for these

candidates. Segregation through a specific religious affiliation is common for many couples so it

comes to no surprise that many of these sites are characterized by certain religious beliefs. “People

are joining ChristianMingle because that’s the driving force in their life, and when you get there,

you’re already among those who share those same values,” says ChristianMingle spokeswoman

Ashley Reccord (Hill 2013).

But even for these niche characteristics, online daters benefit from using thick markets such as

match.com and eHarmony. “I also pretended to be a vegetarian (I am not, but I’m willing to imagine

for a few minutes? I would draw the line at pretending to be vegan). There were twenty-two women

between forty and fifty living within twenty miles of me on VeggieDate.com” (Oyer 2013, pg. 173).

Specialist dating sites may increase overall consumer welfare but size matters and a larger pool of

candidates is better ceteris paribus. If vegetarians are only willing to date other vegetarians then

the pool of possible matches becomes increasing small. These agents stand to benefit from residing

in a metropolitan area where it’s more likely to find other vegetarians. However, vegetarians living

in rural areas may have to compromise on this and other characteristics in prospective partners.

6 Paradox of Choice

More is Less

While scrolling through prospective matches on Match.com, members can refine prospects

through numerous characteristics such as appearance, interests, background, and lifestyle. Sites
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such as Match.com and eHaromony.com offer an abundance of choice for consumers. Neo-classical

economic theory would suggest that the increase in available options would result in greater con-

sumer utility. However, psychologist Barry Schwartz argues more choice does not increase consumer

welfare but decreases it. Schwartz, author of The Paradox of Choice: Why More is Less, believes

that more choice sometimes leads to an inability to make a choice at all. “I feel stymied by the

sheer numbers of men who are dating online now,” says New Yorker Ali, 32 (Singleton 2011). “It’s

intimidating to figure out who I like, but even harder to consider that, for the average dude checking

out online profiles, I’m just one of a million girls in the big city.”

Schwartz highlights that when one does make a choice, the abundance of choice often leaves us

dissatisfied. This dissatisfaction is result of opportunity costs, the value of the next best alternative.

“All these choices make it impossible not to constantly wonder if there’s someone better out there,”

says Jenny, 28, a Los Angeles native (Singleton 2011). Jenny echoes the sentiments of many online

daters; with so much choice we should be able to find the “perfect” match. Especially in western

culture where the institution of marriage plays an important role in shaping our satisfaction within

our lives. Social comparison theory suggests that this dissatisfaction may be a result of comparing

ourselves with friends who not only are married but also have children. As a consequence, there is

added social pressure in the realm of online dating.

A similar phenomenon occurs in the labor market. The presence of so much choice often leaves

many employees wondering if they could land a better job with a better compensation package.

Even those who are employed measure themselves amongst friends and neighbors as a tool of self-

evaluation. While there are numerous opportunities in the labor market, these choices are limited

by qualifications, education level, and skill set. This is one area in which the labor market differs

from online dating. Employers seek the best candidates that make an immediate contribution to

their organization. On the other hand, online daters have a set of preferences but decision-making

is rarely dictated by economic theory.
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7 Asymmetric Information

“This is like writing a resume and trying to be honest..but not TOO honest :)...”2

In both the online dating and labor markets, both suffer from the problem of asymmetric

information. As a result, it’s difficult to mitigate risk in both markets. Especially in the world of

online dating, it is difficult to verify if a person’s profile is completely truthful. As a consequence,

these information asymmetries lead to inefficient outcomes. A potential partner may spend a great

deal of time focusing on someone who may be a great fit but later realizes when physical interaction

is involved that the person lied to increase their prospects. Because search is costly, this leads to

a market failure. In the labor market, the same is also true. A potential job candidate may lie on

their resume to enhance their chances of landing a job. If a firm does not due their due diligence,

then the problem of asymmetric information becomes very costly. The problem of asymmetric

information poses a challenge to finding the best match for both parties.

If asymmetric information is so costly, what can be done to resolve the problem? Some online

dating sites go to extreme measures to validate the credentials of its members. They require

potential members to submit government documents to verify their identity and age. Moreover,

they require proof of employment to validate one’s personal income. Some even go as far as to

take physical measurements of candidates to very personal information that is often exaggerated

on these sites.

What is the overall effect of asymmetric information in totality of these markets? Prospec-

tive employers and matches become increasingly suspicious of candidates’ qualifications. This is

extremely prevalent in online dating. On average, members of the online dating community lie

regarding their height, weight, age and income. It is typical for male members to increase their

actual height by one to two inches and women to underreport their weight (Oyer 2013, pg. 46). As

potential partners get older, age becomes a more significant characteristic in a match. As a result,

many older members underreport their age by two years.

2Oyer, Paul. December 2013. A woman’s “self-summary on OkCupid. Everything I Ever Needed to Know About
Economic I Learned from Online Dating. Harvard Business Review Press. pg 42.
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The lack of perfect information in the online dating community hurts all members of the mar-

ket. A member will wonder if a potential match has a body type that is “about average” or “a

few extra pounds.” Members will also suspect other information of a candidate’s profile. They will

assume that most members are over reporting their information to appear more attractive to po-

tential partners. A male member will assume that a potential match who lists herself as “average”

body type is actually “a few extra pounds” unless the member posts numerous photos illustrating

otherwise. This lack of perfection information will lead to fewer matches between “good” matches

especially if the agent deems one of these characteristics “non-negotiable”.

Much like “profile-inflation” in online dating, resumes are often padded to bolster qualifications

of a candidate. Checks in this area make it difficult to tell blatant lies and thus these markets

function more efficiently than those found in online dating. References can be used to verify

previous employment. In addition, many employers require transcripts to demonstrate proof of

education. A recently study found that economists are known to exaggerate information found on

their resumes and as a result hiring managers discount such information accordingly (Synder 2011).

“When people know that the information they provide will compared with information gathered

elsewhere, they have more incentive to tell the truth, and others are thus more likely to believe

them,” states Oyer (Oyer 2013, pg. 53).

Game theory is a field of economics that focuses on strategic decision-making, which usually

involves a winner and a loser between two agents. Specifically cooperative game theory involves

decision-making when both agents’ interests are perfectly aligned. In the case of online dating,

agents are looking for long-term partners. The success of cooperative game theory is dependent

on perfect information between the two agents. Rarely does this occur in the world of online

dating. As a consequence, sometimes it is better to lie regarding minor details on your profile.

Initially, if a prospective partner discovered one of these details then there never would have been

an opportunity for interaction between the two agents. Once there is interaction, the one agent now

finds after spending some time with the prospective partner that detail is not a significant part of

her preferences in her utility function. As a result, the relationship never would have formed under

perfection information between the two agents.
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However, there are instances where it’s best to be honest. For example, if an agent has children

from a previous relationship then it is best to be forthcoming about this information to prospective

matches. “I can’t be in a relationship with someone who will not feel comfortable with my children

(they’re with me half the time) or my dog (who is always with me)” (Oyer 2013, pg. 51). Lying,

hiding, or misrepresenting this information would run against interests of prospective partners. In

cooperative game theory, the more the interests of agents are aligned then lying becomes less of a

concern.

This version of cooperative game theory runs contradictory to ideas of corruption and bad

faith. Activities of corruption and bad faith not only lead to bad outcomes for US citizens but also

played a significant part in each of the past three economic contractions. During the recession from

2007 - 2009, unemployment peaked at 10% in October 2009 (Bureau of Labor Statistics 2012). In

December 2007, the national unemployment rate was just 5% and remained near or at the figure for

the previous 30 months. While the scale of activities of corruption and bad faith in online dating

are nowhere near to bring about a contraction in the US economy, it is interesting to note that

these activities do result in efficient outcomes and increase the welfare of consumers.

8 Conclusion

Economists have studied no market as extensively than the labor market. Many behaviors exhibited

in this market are dictated by traditional neoclassical economics specifically utility maximization.

What makes the labor market unique is the market is defined by two-sided search; both employers

and prospective employees must agree that they’re a good fit for one another. Similarly, the on-

line dating market shares this structure. As a result, the model of the labor market can highlight

numerous characteristics in online dating that are well explained by neoclassical economic the-

ory. However, they are instances in both markets that run contradictory to neo-classical economic

thought. In these cases, online dating can help shed light on these characteristics observed in the

labor market.
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Abstract

Two separate theoretical frameworks suggest that employment may have a negative di-

rectional effect on the probability of condom usage in the developing world. However, this

prediction initially seems counterintuitive. Due to the dearth of literature predicting condom

usage in Brazil, despite its high incidence of HIV infection, I examine the estimated effects

of various measures of employment on condom usage at last intercourse for both men and

women. Using data from the 1996 Demographic and Health Survey, I estimate the effects of

current employment and year-round employment on the probability of men using a condom at

last intercourse as well as the effects of current employment, earning income through formal

or informal work, and working outside of the home on the likelihood of women using a con-

dom at last intercourse. I find that year-round employment decreases the likelihood of men

using a condom at last intercourse by 31%. Further, working outside of the home increases the

probability of women using a condom at last intercourse by 22%.
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1 Introduction

The Brazilian National AIDS Program has been widely lauded as the leading example of an in-

stitutionalized strategy against HIV/AIDS in a middle-income country by various news outlets,

non-governmental organizations, policymakers, and academics. Much of the praise focuses on the

country’s landmark 1996 decision to provide free universal antiretroviral therapy to any HIV-positive

resident. However, prevention of HIV transmission through improved sexual education and promo-

tion of safer sexual health behaviors that limit risk exposure (i.e., the proliferation of condom use)

still plays a critical—if less exciting—role. Okie (2006) explains that widespread condom usage in a

population not only cuts treatment costs for the government, but mathematical models predict that

delivering large-scale antiretroviral treatment without effective prevention measures would worsen

the AIDS epidemic in many countries due to the existence of healthy vectors in the population who

can live normally with treatment but continue to transmit the virus.

Despite the successful proliferation of condom usage among the Brazilian population, with the

rate of individuals reporting condom use at first sexual intercourse rising from 4% in 1986 to 48%

in 1999 (Brazilian Ministry of Health, 2003), few studies focus on what factors predict condom

use among a nationally representative sample. Two separate investigators who conducted recent

studies on condom usage in Brazil cite a lack of national studies and a lack of attention paid to

male sexual behavior in the literature focused on Brazilian sexual behavior (Calazans et al, 2005

and Merchan-Haman et al, 2002). In those studies that do exist, income and education are perhaps

the strongest and most consistent correlates of condom usage. However, little analysis of the effect

of employment on condom use has been conducted despite two prominent theoretical frameworks

suggesting employment may have a negative directional effect on the probability of condom usage in

the developing world—a prediction that feels counterintuitive and seems problematic for continued

development.

The desired fertility model presented by Pritchett (1994) suggests that individuals in the de-

veloping world act rationally to achieve fertility targets based upon the utility they derive from

having children and monetary or temporal constraints limiting the number of children they can
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afford. In this model, stable employment would decrease rates of condom usage due to reduced

fears of uncertainty regarding future employment increasing desired fertility or relaxing the budget

constraint placed upon fertility and increasing the number of children affordable to the individual.

In contrast, the family planning gap theory argued by Bongaarts and Sinding (2009) suggests many

individuals in the developing world lack access to contraception. Therefore, people with greater re-

sources necessary to obtain contraception including money, transportation, and time are more likely

to use contraception. After controlling for income in this model, full-time employment would also

decrease the rate of condom usage due to the workday diminishing the amount of time individuals

have to procure contraception. I test these theories by estimating the effects of various measures of

employment on the likelihood of condom use at last intercourse.

Using nationally representative data from the 1996 Demographic and Health Survey, I create

probit models to analyze a sample of sexually active men and women of reproductive age who are

not otherwise impeded from conceiving a child through sterilization; infecundity; or, in the case of

women, current pregnancy. Reproductive age for women is defined as age 15 through 45 based on the

background literature. No such age restriction exists for the male sample, which includes individuals

between age 15 and 59. Individuals in the analysis sample are also not currently attending school.

A full derivation of the analysis sample is presented in the data section of the paper.

I find that two measures of employment are consistently significant across all iterations of the

model: year round employment for men and working outside the home for women. As predicted by

the economic theory, year round employment has a negative association with condom use at last

intercourse and decreases the likelihood of a man using a condom by 31%. However, working outside

the home has a positive association with condom usage at last intercourse, increasing the probability

of a woman using a condom by 22%. Finally, I check the robustness of the employment coefficients

by controlling for a separate mechanism in which risky sexual behavior prompts individuals to use

condoms with greater frequency.
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2 Background

2.1 Specifics of the Brazilian Context

Several factors make Brazil a unique context to examine condom usage and sexual health behav-

ior. The three primary factors repeated in the literature are: (1) the decentralized nature of the

HIV/AIDS program which focuses on community-based strategies rather than national federal pol-

icy, (2) the legal status of prostitution and sex work which increases the number of members in

at-risk populations but also increases their visibility, and (3) the overwhelming majority of the

population that identifies as Roman Catholic - a religion that officially condemned condom usage

during the period of when the DHS data were collected. A final consideration is the availability of

condoms to Brazilian consumers and their preferences regarding alternate forms of contraception.

Gómez (2010) writes that the Brazilian Ministry of Health began to promote decentralization

within its National AIDS Program in the 1990s. In 1994 under the administration of a new president

focused on building Brazil’s international reputation by successfully responding to the AIDS crisis,

the country began receiving loans from the World Bank to execute HIV prevention policy. The

federal government distributed that money to states which implemented regional policies. However,

aware of the fact that a number of states had proven incapable of rendering effective HIV prevention

policy, the Ministry of Health also pursued formal partnerships with NGOs to supplement funds and

revamp strategy in the regions making the least progress. Further, Levi and Vitória (2002) write

that certain policies focus exclusively on specific municipalities and cities. For instance, one major

use of funding in Rio de Janeiro—the second largest city in Brazil—is free condom distribution

and HIV prevention campaigns during Carnival. Therefore, while models of condom usage in

Brazil including state indicators as part of a geographic fixed effects model to avoid problems of

endogeneity through controlling for omitted factors specific to certain areas of Brazil ought to be

considered, state indicators may over-control for condom availability since HIV-prevention policy is

determined at the state level. The majority of the economic literature related to Brazilian condom

usage fails to test models with state indicators because most of the studies only analyze data from

one city.

59



A second consideration comes with the legal status of prostitution in Brazil. Okie (2006) writes

that by 2001, due to targeted efforts by the National AIDS Program, 74 percent of Brazilian sex

workers reported consistent use of condoms with clients. The prevalence of HIV infection among

female sex workers has remained low and stable for an at-risk population. According to a 2005

report by the Brazilian Ministry of Health, about six percent of female sex workers are infected

with HIV. Evidence from studies of health economics indicates that Brazilian sex workers are

rational economic actors. Miranda et al (2011) find commercial sex workers were 9.01 times more

likely to have used a condom at last sexual intercourse than other women in a logistic regression

model of women under 30 years old in Vitória, Brazil. Shah (2013) finds that male sex workers

within developing regions of Latin America demonstrate rational economic behavior by charging

a compensating differential for disease risk for unprotected sex in areas with high STI prevalence.

Certain states within Brazil have notably higher rates of HIV prevalence than others. Specifically,

states in the Northern, Northeastern, and Southern regions of Brazil have consistently exhibited

higher rates of HIV than states in other regions, and those in the Southeastern region exhibit much

lower rates of HIV prevalence (United Nations General Assembly Progress Report, 2012). Therefore,

clear regional differences in STI prevalence present the possibility to control for endogeneity with

state indicators, although the potential for state indicators to over-control remains present.

The third consideration related to condom usage in Brazil is the strength of the Roman Catholic

Church in society. 74% of Brazilians identify as Roman Catholic, in a 2007 census conducted by

the Brazilian Institute of Geography and Statistics. Martine (1996) provides a history of the key

factors in Brazil’s declining fertility. He writes in the mid-1980s the Catholic Church began to

support natural methods of contraception, which steered women towards sterilization and illegal

abortions. However, liberal factions of practitioners of Catholicism began to clash with the tra-

ditional leadership by counseling community members to use methods like the birth control pill

and condoms. In an overview of Brazilian HIV policy, Levi and Vitória (2002) find that during

the 1990s religious associations began to partner with community groups and NGOs to form civil

society organizations that focused on the prevention of HIV, thereby partially removing the stigma

associated with condom usage within the Catholic community of Brazil. Despite the official stance
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of the Church against condoms, Calazans et al (2005), Gupta (2000), Juarez and LeGrand (2005),

and Juarez and Martin (2006) all estimate being Catholic has a positive effect on condom usage

either at last sexual intercourse or first sexual intercourse, depending on the paper.

The final consideration concerns the availability of condoms to Brazilian consumers and their

preferences regarding alternate forms of contraception. Condoms carried significant monetary cost

for those in low income brackets in Brazil relative to necessary goods like food and other forms of

contraception like sterilization. As mentioned, Martine (1996) finds that female sterilization was

the most widely used method of birth control through the mid-1980s with women often consenting

to sterilization to reduce their lifetime fertility. Sterilization was also practiced involuntarily as

part of caesarian section deliveries on women from favela slum areas who had already birthed

three children. However, beginning in the 1970s, fertility rates were already in rapid decline, and

contraceptives—notably the birth control pill—were widely available for those who could afford

them. Gómez (2010) argues that condom usage would not proliferate among the general population

until 1994, when a new Brazilian president promoted HIV prevention policy. Statistics comparing

studies by the Brazilian Ministry of Health over time show that while only four percent of the

Brazilian population had used a condom during their first sexual encounter in 1986, that rate had

increased to 48% in 1999. Martine (1998) adds a description of the three varieties of condom

available in Brazil during the 1990s: imported condoms, Jontex condoms produced in Brazil under

a license from Johnson and Johnson, and local brands of condoms. Imported condoms did not

represent a significant portion of the market, and were sold only in specialty shops. Jontex condoms

were widely available in supermarkets and pharmacies, but cost more than $1 USD apiece—a

price that was prohibitively expensive for those Brazilians living in favela slums. In neighborhood

pharmacies, the local brands were available within the price range of the favelados. However, quality

control was inconsistent, and the condoms were prone to breaking. Therefore, the proliferation of

free government-sponsored health clinics during the 1990s, which supplied Jontex condoms as part

of their HIV prevention strategy, greatly increased condom usage, especially in the lower socio-

economic classes. Juarez and Martin (2006) note that even in their study of low-income adolescent

males from slum areas of Brazil using data from 2000, less than one percent of respondents described
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condoms as prohibitively expensive or unavailable, meaning condoms were widely available to those

who wanted them during the period.

2.2 Review of Past Literature Modeling Condom Usage in Brazil

Calazans et al (2005), Merchan-Hamann et al (2002), and Miranda et al (2011) are the only three

studies out of the seven reviewed that use current employment of the individual survey respondent as

a covariate in their models. Calazans et al. (2005) find a statistically significant positive association

between having never worked and lack of condom usage at last intercourse when using current

employment as the reference category; this corresponds to a negative association between never

having worked and condom use at last intercourse—the dependent variable most commonly used

in the literature. Merchan-Hamann et al (2002) find current employment has no effect on the

dependent variable “risky sexual behavior,” which the authors define as less than a frequent level

of condom usage (frequency of condom use is self-reported in their survey as always, frequent,

occasional, or rarely/never). Miranda et al (2011) initially find a slight negative association between

formal employment (defined as either part-time or full-time income-generating work) and condom

use at last intercourse using not being employed as the reference; however, the variable is not

statistically significant, and the investigators drop it from subsequent models.

The conflicting direction of the results acts as motivation to further investigate the effect of

employment on condom use at last intercourse. Further, each of the studies only includes cur-

rent employment as a covariate, whereas other aspects of employment such as working full-time

versus part-time or working outside of the home potentially affect condom use at last intercourse;

more variables of interest ought to be explored under the umbrella of employment. Finally, both

Calazans et al (2005) and Miranda et al (2011) have flaws in their implementation of using current

employment as a covariate. Calazans et al (2005) only includes current employment when estimat-

ing a subgroup model for individuals with steady partners. The authors choose to exclude current

employment from the model of individuals with casual partners without explanation. Miranda et

al (2011) drop employment as a covariate from the final model as part of their variable elimination

scheme, thus obscuring its estimated effect on condom use at last intercourse after controlling for
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other covariates. I have not found any previous studies that correct for these issues. I address this

gap in the literature by estimating the effects of five measures of employment on condom usage at

last intercourse, and including these employment statistics as the variables of interest in each model

variation I test.

Two other gaps in the literature mentioned previously stem from the limited analysis samples

used in prior studies. The most obvious gap is the lack of studies using nationally representative

data. Out of the seven studies reviewed, only Calazans et al (2005) analyze a nationally represen-

tative sample, and the study does not include a model with state indicators, which as mentioned

previously, could limit bias of the estimated effects in the model or could over-control for the avail-

ability of condoms. Gupta (2000) uses data from the 1996 Demographic and Health Survey that

I use as well; however, she subsets the data to target only adolescent women in nine states of the

northeastern region of Brazil as her population of interest. Juarez and LeGrand (2005), Juarez and

Martin (2006), Merchan-Hamann et al (2002), Miranda et al (2011), and Silveira et al (2005) all

use data collected from a single city. Therefore, to the best of my knowledge, no study of condom

usage in Brazil attempts to control for endogeneity from omitted variables with geographic fixed

effects. I address this gap in the literature by incorporating state indicators into two iterations of

my model, remaining cognizant of the potential issues.

The second gap arises due to the dearth of literature regarding male sexual behaviors in Brazil.

Although four of the seven studies reviewed here include men in their sample, most target a narrow

subgroup of men that fails to represent the typical Brazilian population. Further, three of the

studies target groups that are unlikely to be employed, and therefore cannot examine the effect of

my variable of interest: employment. Juarez and LeGrand (2005) and Juarez and Martin (2006)

both examine condom use among males under age 20 in favela slums outside of the city Recife, a

group unlikely to hold formal employment of any kind. Merchan-Hamann et al. (2002) analyze a

sample of male and female students currently enrolled in secondary school, but current students are

less likely to simultaneously hold employment. Calazans et al (2005) uses a nationally representative

sample of men and women, ages 15 through 24. Only Calazans et al (2005) and Merchan-Hamann

et al (2002) compare the likelihood of men reporting condom use at last sexual intercourse to the
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likelihood of women reporting condom use at last sexual intercourse. Calazans et al. (2005) finds

being male is positively associated with condom use at last intercourse. Merchan-Hamann et al

(2002) finds being male is a positive correlate of risky sexual behavior—meaning men are less likely

to report using condoms frequently than women. I address this gap in the literature by using a

nationally representative sample of men and women after excluding groups that are unlikely to be

employed like students to obtain a cleaner sample.

In general, the studies reviewed here use multivariate logistic regression models with coefficients

expressed in terms of odds ratios to ease interpretation. Juarez and Martin (2006) and Miranda

et al (2011) each regress condom usage at last intercourse on various demographic covariates and

covariates related to an individual’s sexual history using logistic models. Calazans et al (2005)

regresses lack of condom usage at last intercourse on these factors using a logistic model; since

condom use is a binary variable, the direction of his results can be flipped to represent condom

use at last intercourse to ease comparison with the previously mentioned studies. Silveira et al

(2005) use the same dependent variable as Juarez and LeGrand (2006) and Miranda et al (2011),

but the authors choose a Poisson regression to analyze their data because the outcome prevalence

in their study (i.e., condom usage at last sexual intercourse) is greater than 10%, which can lead

to overestimation of odds ratios. Gupta (2000) uses contraceptive use at first intercourse as the

dependent variable in a logistic model, but notes that condoms represent 87% of the contraceptives

used at first intercourse in the sample. Juarez and LeGrand (2005) similarly use condom usage

at first sexual intercourse as the dependent variable in a logistic model. Merchan-Hamann et al

(2002) uses Wilcoxon rank-sum tests to identify statistically significant covariates to the dependent

variable “risky sexual behavior,” which the authors define as less than a frequent level of condom

usage (frequency of condom use is self-reported as always, frequent, occasional, or rarely/never).

The studies converge on the following four points: (1) a significant difference in condom usage

among young people according to the type of partnership at last sexual intercourse, with use being

more frequent with casual partners than with steady partners; (2) a significant decline in condom

usage with increasing age after reaching a certain threshold around age 20 (during adolescence,

increasing age may predict higher prevalence of condom usage); (3) a significant positive association
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between education and condom usage; (4) a positive association between identifying as Catholic

and condom use at last intercourse. Other demographic variables have conflicting directional effects

and significance within the group of studies.

3 Theoretical Framework

Two major theoretical frameworks exist to evaluate contraception use in the developing world:

the desired fertility model and the family planning gap model. Pritchett (1994) provides evidence

for the economic argument that couples behave rationally to achieve fertility targets, thinking of

children somewhat like durable goods. Couples jointly choose their bundle of children based on the

utility derived from each additional child, constrained by the number of offspring they can afford.

To test the theory, Pritchett (1994) combines data from the World Health Survey and Demographic

and Health Surveys to compare women’s self-reported desired fertility with their actual fertility,

as well as their access to family planning clinics and the availability of contraception. Pritchett

(1994) finds that changes in individual demand for children rather than the proliferation of family

planning clinics fuel the demographic transition. In his model, income and education are statistically

significant factors that decrease a woman’s desired fertility.

Although employment is not included in the model, the previous two results suggest that it would

also reduce a woman’s desired fertility since all three factors signal the advancing status of a woman

in society. Additionally, employment opportunities induce a substitution effect in which time spent

raising children becomes more costly since the woman could use that time to earn income. The

substitution effect would cause women to reduce their desired fertility. Finally, employment would

reduce the time a woman could spend raising children, reducing her temporal budget constraint

and thus limiting fertility. For men, employment ought to increase desired fertility, since men are

typically expected to work formally rather than raise children. Stable employment would increase

desired fertility due to reduced fears of uncertainty regarding future employment. Employment

could also expand the monetary budget, allowing couples to meet previously unattainable fertility

desires. Decreased desired fertility in women predicts a higher likelihood of condom usage at last
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intercourse, meaning that for women employment ought to have a positive relationship with condom

use, according to the desired fertility framework. Increased desired fertility in men predicts a lower

likelihood of condom use, meaning that for men employment ought to have a negative relationship

with condom usage.

Pritchett (1994) notes that the emergence of AIDS—an important consideration in Brazil—introduces

complications into contraceptive decision-making that his model does not address. Further, the de-

sired fertility framework downplays contraceptive costs in low-income regions as well as potential

incongruences introduced by gender power dynamics in assuming men will comply with women’s

desired fertility.

Other economists argue a family planning gap exists due to the inaccessibility of contraception.

Bongaarts and Sinding (2009) cite the simple statistic that 137 million women reported to the 2002

WHS that they did not hope to get pregnant but failed to practice any form of modern contraception

as evidence that the family planning gap exists. Bongaarts and Sinding (2009) provide a brief

overview of the theoretical factors that contribute to an individual’s unmet desire for contraception:

monetary costs of the contraception, monetary and temporal costs of transportation to providers

of contraception, and social barriers like shame or spousal resistance.

In testing the theory, Bongaarts (1997) finds subsidized condoms and birth control pills in

family planning clinics of developing countries contributed to half of the overall decline in fertility

rates between 1960 and 1990. Tsui and Herbert (2011) contribute a more exact model showing

for every 16 percentage point increase in contraceptive use, national fertility rates in developing

countries fall by one child per woman. After controlling for income in this model, employment

predicts a decrease in the rate of condom usage for both men and women due to the reduced time

with which they have to procure contraception. Again, the family planning gap framework does

not explicitly incorporate the effects of potential transmission of sexually transmitted infections,

which could potentially alter individual preferences if individuals attempt to minimize their health

risks by adopting condom usage. In this scenario, those who previously could not afford to buy

contraception would substitute money or time away from other goods to buy protection from the

risk of STIs.
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Juarez and LeGrand (2005) model the estimated effect of a variety of demographic factors on

condom use of low income males at first intercourse, and although the authors do not include em-

ployment in the regression, they do discuss potential negative mechanisms specific to the Brazilian

context that align with the family planning gap framework. Discussing adolescents, Juarez and

LeGrand (2005) argue that although the government and various non-governmental organizations

distribute condoms for free, the exchange only occurs at health clinics, which have weekday work-

ing hours and require registration. Because adolescents are less likely than adults to plan ahead,

younger people often do not have access to condoms as they need them. However, a similar ar-

gument applies to the employed: Because fully employed individuals work during business hours,

they may not be able to participate in these programs. If they are low-income earners, alternative

sources of condoms may be prohibitively expensive.

One relevant consideration when using employment as the variable of interest is the diverging

characteristics of employment between men and women. Employment often conflicts with child-

bearing desires of women, and it is possible that women are less likely to work if they are members of

households within a high-income bracket. Further, differing questions related to female employment

signal different potential mechanisms. For instance, if women who earn income are more likely to

use condoms, then the additional monetary resources potentially triggered the substitution effect

under the desired fertility framework or removed barriers to contraception when considering the

family planning gap theory. Alternatively, if working outside the home predicts increased condom

usage for women, then diminished temporal resources to devote to children decreases fertility us-

ing desired fertility theory, whereas increased mobility through improved transportation removes a

barrier to contraception under the family planning gap framework.

Given these considerations, I posit that an individual’s likelihood for condom use at last inter-

course is a function of his desired fertility, his demographic characteristics that will act as constraints

under the family planning gap framework, and his partners demographic characteristics:

CUi = f(DFi, DCi, DCp) (1)

67



Although neither framework accounts for the implications of sexually transmitted infections,

risk of transmission does represent a possible alternative mechanism through which individuals

alter their sexual health behavior based on an perceived metric of their level of risk. Although

testing that mechanism is not the goal of this paper, adding a vector of covariates to the model

indicating whether an individual participates in risky sexual behavior and understands how to

mitigate that risk through condom usage. Controlling for these variables in the regression will help

to test whether the estimated effect of employment on condom use at last intercourse is robust.

4 Data

The 1996 Brazil Demographic and Health Survey is a nationally representative cross-sectional study

of 13,283 households in Brazil decomposed into individual interviews with 12,612 women; 2,949

men; and 1,319 couples. The two-stage clustered sampling technique first randomly selects districts

to sample with weighting based upon seven regional populations before randomly subsampling

households within those districts. Therefore, the study samples more clusters and more households

from the northeastern region—which contains over 30% of Brazil’s population—than from any of

the other regions. In general, clustered data may correlate at the community level, because a

variety of endogenous factors present in the community that influence behavior, warranting the use

of clustered standard errors in subsequent regression models.

The survey samples individuals ages 15 and older, meaning certain adolescents younger than

15 who have already reached the point of sexual initiation will not be represented in this study of

condom use at last intercourse. Unlike other DHS studies, the sample of women includes individ-

uals who are both married and unmarried. DHS studies from other countries often include only

unmarried women in the sample.

Questions regarding sexual health behaviors such as condom usage are retrospective and self-

reported in the 1996 Brazil DHS (i.e. Did you use a condom at the time of your last sexual

intercourse?), which may seem intuitively unreliable. However, retrospective surveys are frequently

used in sexual health research, and both Morris (1993) and Cleland and Ferry (1995) show that the
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data gathered in retrospective surveys on sexual behavior are generally reliable in both developed

and developing countries, respectively. Further, Becker and Costenbader (2001) analyze the data

provided by couples in the 1996 Brazil DHS to compare husbands’ reported contraceptive use

compared to that of their wives. In Brazil, they find that husbands did not report significantly

higher condom usage at the time of last intercourse than their wives—a conclusion which increases

the validity of the accuracy of the self-reported responses recorded in the data set.

The DHS is highly appropriate for studying the association between employment and condom

use at last intercourse because it: (1) is a nationally representative data set with a large sample size;

(2) includes a variety of measures of employment (i.e., current employment, self employment, paid

employment, work outside the home); (3) includes a rich set of relevant control variables related both

to demographics and to the respondent’s sexual history, which are thought to influence condom use

based on economic theory and ease comparisons to prior studies using similar controls; (4) is highly

regarded for reporting well-collected, quality data in contrast to the majority of the studies in the

relevant literature whose authors conduct their own surveys to collect data; and (5) includes state

indicators, allowing the model to control for potential omitted variable bias through geographic

fixed effects.

The DHS program has conducted three studies in Brazil: one in 1986, another in 1991, and a

third in 1996. Although all three meet the five benefits of using DHS data listed above, I choose to

analyze the data from 1996 for two reasons. First, Gupta (2000) combines the three surveys and

finds that while the number of adolescent women reporting condom usage at first intercourse in

1986 was negligible, the rate had increased to nearly half of women in 1996. Therefore, I choose the

1996 data to introduce heterogeneity into the dependent variable, condom use at last intercourse.

Second, as mentioned in the literature review, the year 1994 represents a natural break in HIV

prevention policy in Brazil due to the election of a new president who actively pursued creation of a

National AIDS Program with funding from the World Bank. Therefore, awareness and availability

of condoms ought to be greater after the 1994.

Despite these advantages, there are limitations to the DHS data. First, the survey asks no

questions to discern whether individuals are employed part-time of full-time, thus limiting the
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depth of my analysis. Second, although the survey asks participants to report their current income,

the DHS obscures that data to preserve anonymity. Therefore, income—perhaps the most common

of the demographic controls included in studies on sexual behavior in the developing world—cannot

be used as a covariate when relying on the DHS. The DHS does construct a household wealth index

for individuals based upon the combined incomes of household members and ownership of various

appliances. Third, individuals clearly bias certain responses due to social stigma. Only 2 men out

of the 2,949 sampled report ever engaging in homosexual behavior; 38 individuals do not respond to

the question. Populations like men who have sex with men are often separated into subgroups due

their high risk of contracting STIs. However, due to the homogeneity of the responses, I can neither

exclude them from the analysis sample, nor control for them with an indicator variable in regression

models. Finally, the survey does not ask male or female participants whether they are currently

trying to conceive a child. Questions related to the respondents desire for children were asked and

answered with a high response rate; however, because this data lacks a timing component, it cannot

distinguish individuals who did not use a condom at last intercourse in an attempt to conceive.

My analysis sample is separated into a data set for men and another for women both of which

include only sexually active individuals of reproductive age who are not otherwise impeded from

conceiving a child through sterilization; infecundity; or in the case of women, current pregnancy.

Reproductive age is defined as age 15 through 45 for women based on the background literature. No

such age restriction exists for the male sample, which includes individuals between age 15 and 60.

Although male ages could have been restricted for symmetry with the female data, they were not

for four reasons: (1) no theoretical reason exists to exclude men over 45 when considering condom

usage as men remain fertile throughout their life; (2) 14 percent of men over age 45 sampled in the

DHS reported using a condom at last intercourse—although this number is lower than the rate of

condom usage for younger age groups, it still shows prevalence of use among older demographics;

(3) regression models described later in this paper that restricted male age to a maximum of 45

(but were ultimately not included in this paper) lost valuable evidence of trends in condom usage

related to age; and (4) restricting the age of men in the analysis reduces the sample size of an

already small group.
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Although all sexually active individuals can benefit from condom usage to reduce the incidence

of STI transmission, those who are not currently capable of conceiving a child cannot reap the family

planning benefits of condom use—an important consideration given 36 percent of the male DHS

sample and 25 percent of the female DHS sample report using condoms only for family planning

purposes and not for STI protection. Both samples also exclude respondents who are currently

enrolled in school, as full-time students are less likely to be employed. Professions that would

systematically decrease access to condoms due to geographic constraints like serving in the military

are not present in the raw DHS data because surveys are only conducted in residential households.

A step-by-step derivation for each set is listed below.

Of the 2,949 male participants in the DHS, only 2,701 had previously engaged in sexual in-

tercourse. Of those, 15 respondents were dropped from the analysis because they reported no

knowledge of condoms. An additional 823 were dropped because they reported using an alternate

form of contraception at last intercourse instead of using a condom. 370 were dropped because

they were sterile—either naturally or due to vasectomy, leaving 1493 individuals who meet the

requirements of these restrictions related to the dependent variable condom use at last intercourse.

An additional 354 participants were excluded from the male analysis sample because they were still

enrolled in school, which would somewhat impede current employment, leaving 1,139 observations.

All remaining participants responded both to the survey question regarding condom use at last

intercourse and the question regarding current employment. An additional 43 participants were

dropped from the analysis sample due to non-response to survey questions used as covariates. The

final analysis sample includes 1,096 observations.

Those in the analysis sample are more likely to have used a condom at last intercourse, more

likely to be currently employed, more likely to live in rural areas, more likely to fall into the lowest

wealth quintile, less likely to fall between the ages 15 and 19, and less likely to be married.

Of the 12,612 female participants in the DHS, only 9,952 had previously engaged in sexual

intercourse. Of those remaining, 67 respondents were dropped from the analysis sample because

they reported no knowledge of condoms. An additional 3,158 were dropped because they reported

using an alternate form of contraception at last intercourse instead of using a condom. 548 were
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dropped because they were currently pregnant. 2,497 were dropped because were infertile or had

undergone a sterilization procedure. Finally, 306 women were dropped from the sample because they

were over the maximum reproductive age of 45, leaving 3,378 individuals who meet the requirements

of these restrictions related to the dependent variable condom use at last intercourse. An additional

536 participants were excluded from the female analysis sample because they were still enrolled in

school, which would somewhat impede current employment. After these exclusions based on theory

had been made, an additional 5 women were dropped from the sample due to non-response to the

survey question regarding condom use at last intercourse. Finally, 6 participants were dropped due

to non-response to survey questions regarding their employment. An additional 337 participants

were dropped from the analysis sample due to non-response to survey questions used as covariates.

The final analysis sample includes 2,494 observations.

Those in the analysis sample are more likely to have used a condom at last intercourse, more

likely to fall within the lowest wealth quintile, more likely to have at least one child, less likely to

fall between the ages 15 and 19 and less likely to have had multiple sexual partners.

Table 1 presents summary statistics of the dependent variable condom usage at last intercourse

and the variables of interest related to employment for both the male and female analysis samples

separately.

5 Methodological Approach

In modeling the impact of current employment on condom use at last intercourse among men and

women in Brazil, I estimate the following equation:

CUi = g(Ei, DFi, DCi) (2)

where condom use at last intercourse is a function of an individual’s current employment E,

his desired fertility DF which controls for the desired fertility theory of contraceptive use, and

his demographic characteristics DC which control for variables included in the family planning

gap framework. As noted, few prior studies examine the effect of employment on condom usage.
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Those studies that do include employment as a covariate in regression models do not compare the

differences in the effect employment has on condom use among men and women in Brazil.

My study begins the process of addressing this gap by examining various measures of employ-

ment through probit models for a male analysis sample and a female analysis sample. The male

analysis sample and the female analysis sample are examined separately to more fully understand

the effect of employment on each gender due to the many covariates included in the regression that

are expected to have diverging directional effects between genders based on the literature review.

Five differing measures of employment are introduced into separate models as variables of in-

terest. The variables of interest introduced into the models of male behavior are: (A) an indicator

variable signaling whether the individual is currently employed and (B) a factor variable measuring

whether the respondent is employed year-round as opposed to seasonally, occasionally, or not em-

ployed. These are not included in the same model, but rather run independently due to collinearity

between the variables. The variables of interest introduced into the models of female behavior are:

(C) an indicator variable signaling whether the individual is currently employed, (D) an indicator

variable representing whether the individual earns income, and (E) an indicator variable signaling

whether the individual works outside of her home as opposed to working inside the home or not

working. Again, these are treated as three independent variables of interest and tested individually

in separate models.

The analysis estimates multivariate probit models for the effects of each measure of employment

on condom use at last intercourse, controlling for a host of potentially confounding variables that

account for desired fertility framework and the family planning gap framework. A number of

different model specifications were considered to assess robustness of the results and explore patterns

within the estimates. Two of these modifications to the general model are included in the results

of the paper. The first adds state indicators to the model. The second adds a vector of covariates

related to participation in risky sexual behaviors and sexual education, which as argued earlier

present a different mechanism by which an individual would alter his sexual health behavior and

therefore can test the robustness of the estimated effects for each measure of employment.
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6 Multivariate Analysis

Table 2 presents a summary of probit estimates of the effects of the five measures of employment

on the probability of condom use at last intercourse using four differing models with increasing

adjustments. Model 1 includes no covariates. Model 2 includes a measure of desired fertility and

a vector of covariates representing demographic characteristics. Model 3 adds state indicators to

the controls in Model 2. Model 4 adds covariates related to participation in risky sexual behaviors

and sexual education, which as argued earlier present a different mechanism by which an individual

would alter his sexual health behavior and therefore can test the robustness of the estimated effects

of employment. Each cell contains the estimated probit coefficient, the standard error corrected for

state clustering of observations (in parentheses), and the marginal effect [in brackets].

In all models, the varying measures of employment exhibit diverging effects for men and women.

The direction of the effect of increased employment for men is negative across all four models and

both variables of interest, even when not statistically significant. The direction of the effect of

increased employment for women is positive across all four models and the three variables of interest,

even when not statistically significant. The magnitude of marginal effects generally declines as more

covariates are added regardless of the variable of interest, with the exception of the marginal effect

of being employed year-round for men which remains relatively constant. The largest declines in

the magnitude of the marginal effects occur between Model 1 and Model 2 (i.e., when adding only

the basic covariates: desired fertility and the vector of demographic characteristics). Introducing

state indicators in Model 3 does not substantively affect the estimates. Therefore, although the

decentralized Brazilian HIV-prevention policy is determined at the state level, introducing state

indicators into the model does not over-control for differences in the availability of condoms. Model

4 introduces the vector of covariates indicating risky sexual health behaviors and sexual education.

Again, the addition of these covariates does not reduce the magnitude of the marginal effects greatly.

That said, while the marginal effects remain virtually unchanged between the latter three models

with either variable of interest using the male analysis sample, the marginal effects do decrease

by about 0.5 percentage points in each step between Models 2, 3, and 4 with all three measures
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of employment when analyzing the female analysis sample, indicating potential over-control from

addition of state indicators or a lack of robustness in the effect of these measures of employment

on condom use at last intercourse when faced with other possible mechanisms that modify sexual

health behavior.

Two of the five variables of interest maintain statistical significance through each of the model

iterations: employed year-round (B) for men and working outside of the home (E) for women. Both

remain significant at the 1% level across all four models. Current employment (A) for the male

sample is not statistically significant in any of the models. In the analysis of the female sample,

current employment (C) and earning income (D) are statistically significant at the 1% level in Model

1 without covariates; however, both diminish in significance falling to the 5% level after the basic

covariates are added in Model 2. Thus, the effects of employment and earning income in Model 1

were potentially confounded by the effects of wealth and education, which both have a significant

positive relationship with condom use at last intercourse correlate positively with employment

measures in the female analysis sample. Both C current employment and D earning income lose

statistical significance above the 10% level after adding the risky sexual behavior indicators in

Model 4.

Examining employed year-round (B) and working outside the home (E) specifically, the sizes

of the estimated effects are quite large. In the most adjusted model, Model 4, holding year-round

employment (B) decreases the probability of a man using a condom at last intercourse by 11.3

percentage points. From the relevant sample means presented in Table 1, 36% of men in the analysis

sample used a condom at last intercourse. Therefore, an 11.3 percentage point decrease represents

a 31% reduction in the probability of a man reporting condom use at last intercourse. Working

outside the home (E) increases the probability of a woman using a condom at last intercourse by

4.9 percentage points. 22% of women in the sample used a condom at last intercourse. A 4.9

percentage point increase represents a 22% increase in the likelihood of a woman reporting condom

use at last intercourse.

The remaining discussion of the results will focus on Models 3 and 4, using employed year-

round (B) and working outside the home (E) as the variables of interest for the male sample and
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the female sample, respectively. The results of Model 3 and Model 4 are similar to each other in

terms of maintained levels of statistical significance of covariates across both models, consistent

direction of the estimated effect of each covariate, and similar magnitude of the marginal effects

of each covariate. Therefore, variation between the models when considering the analysis of either

subgroup is not an issue.

Statistically significant positive demographic predictors of condom usage at last intercourse

for both men and women are higher levels of education (specifically, the completion of secondary

school and pursuing higher education) and greater levels of wealth. The only significant negative

demographic predictor in common for both men and women is being married. The only demographic

covariate that is significant for both populations with diverging directional effects is age. In the

models of the male sample, each 5-year age group under 35 years of age is a statistically significant

positive predictor of condom use at last intercourse using the group Age 15–19 as the baseline

reference category. The direction on the effect of age changes to negative in each of the groups above

40 years of age, and becomes significant with the groups Age 50–54 and Age 55–59. Models based

on the female sample estimate the effect of age as consistently negative and generally significant,

again using the group Age 15–19 as the baseline.

Certain covariates are significant for only one of the samples. When using the female analysis

sample, desired fertility is a significant predictor of condom use at last intercourse at the 1% level.

Wanting children after 2+ years, wanting children but being unsure of desired timing, and wanting

no more children all increase the likelihood of a woman using a condom at last intercourse by

between 35.4% and 57.3% compared to the relevant sample mean when using those women who

want children within the next 2 years as the baseline. None of these categories are significant

predictors of condom use at last intercourse for men. Using the male subgroup, identifying as

Roman Catholic is a positive predictor of condom use, significant at the 10% level compared to a

baseline of respondents who are not religious.

The directions of the estimated effects in these models are largely consistent with those in

the relevant literature, on variables where prior results converge. Higher levels of education are

generally reported as a positive predictor of condom use in the literature reviewed previously,
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whereas being married has a negative association with condom use at last intercourse. Increasing

age in our models is a positive predictor of condom use for young men, as found Juarez and Martin

(2006) who restrict the target population to males under age 20, but negative for women as seen

in the findings of Miranda et al (2011) and Silveira et al (2005). Being Catholic has typically

been reported as a positive predictor of condom use for both men and women; however, Gupta

(2000) is the only study that finds a highly significant positive relationship between being Catholic

and condom use through an indicator variable that signals whether an individual is Catholic and

groups respondents who are practitioners of other religions with respondents who are not religious

in the category non-Catholic. In our data, 7% of respondents in the male subset and 12% of

those in the female subset report practicing Evangelism. These are large portions of the sample

population and being Evangelist has a negative association with condom use at last intercourse

in the regression models. Therefore, grouping them with respondents who are not religious likely

distorts the estimated effect of being Catholic, explaining the disparity in the findings with those

of Gupta (2000).

For the male sample, being married has the largest marginal effect of any of the demographic

covariates, reducing the probability of condom use at last intercourse by 23.8 percentage points, or

34% compared to the relevant sample mean. For the female sample, desired fertility has the largest

marginal effect, with women who desire no more children being 12.6 percentage points, or 57.3%

compared to the relevant sample means, more likely to use a condom at last intercourse.

Although adding the vector of covariates related to risky sexual behavior and sexual education

into Model 4 does not alter the estimated effects of the demographic covariates, most of the ad-

ditional covariates are statistically significant themselves. Both of the risky behavior indicators

included in the model (having casual sex at last intercourse and having multiple sexual partners in

the 12 months preceding the administration of the survey) are positive indicators of condom use

at last intercourse. The two variables are correlated and therefore problems with collinearity may

arise. However, this does not reduce the predictive power of the model or bias the estimates of

individual coefficients, but does increase the standard errors on the correlated variables.

Being able to correctly identify that condoms prevented the transmission of HIV—a covariate
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related to the individual’s level of sexual education—increases the likelihood of both men and women

using condoms at last intercourse, and is significant at the 1% level for both groups. Finally, a

covariate which indicates whether the respondent had been diagnosed with a sexually transmitted

infection in the 12 months preceding the survey has a negative association with condom use at last

intercourse in the male sample, probably due to reverse causality. The variable is not statistically

significant. The STI indicator variable is a significant positive predictor of condom use at last

intercourse for women; however, as mentioned previously, an unrealistic proportion of women report

having an STI in the 12 months preceding the survey. Therefore, we ought to be cautious in

interpreting the estimated effect of the variable when using the female subgroup; however, it may

serve as a useful proxy for recent medical attention and sexual health counseling.

7 Conclusion

Using nationally representative data from the 1996 Demographic and Health Survey, I find robust

evidence that certain measures of employment are strongly associated with condom use at last

intercourse. The directional effects of employment diverge between men and women, with men

experiencing negative associations between employment and condom usage while women experience

positive associations between the two.

The effects of the study have interesting implications for the two theoretical frameworks consid-

ered. Although my probit models do not fully test whether the desired fertility model or the family

planning gap model better predicts health behavior related to contraceptives, the inclusion of the

controls indicating a respondent’s desired fertility do suggest that women act as rational economic

agents, increasing their use of contraceptives when they have no desire for more children, or only

want more after two or more years. In contrast, desired fertility was not a significant predictor of

male behavior. The desired fertility framework may better predict women’s actions because they

have more agency over their pregnancy or the actions of married men who desire a child at the

same time as their partner.

Future research is needed complement the findings of this study by continuing to investigate the
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effects of other measures of employment such as working part-time on condom usage. Additionally,

more rigorous economic theory to account for the implications of sexually transmitted infections

via the risky sexual behavior mechanism I briefly introduce to check for robustness ought to be

considered due to the high level of significance and magnitude of the results.
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8 Appendix

Table 1: Relevant Sample Characteristics

Male Analysis Sample Female Analysis Sample

Condom Used at Last Intercourse .36 .22

Currently Employed .82 .49

Employed Year-Round .82 –

Earns Income – .57

Works Outside of Home – .44

Sample Size 1,096 2,494

Notes: Means are reported as proportions given the large number of dichotomous variables, unless

otherwise indicate. Standard errors are presented below the means of continuous variables parenthetically.
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Table 2: Effects of 5 Measures of Employment on Condom Use at Last Intercourse

Using Male and Female Analysis Samples

No Covariates Basic + State Indicator + Risk Behavior
(1) (2) (3) (4)

Coefficient Coefficient Coefficient Coefficient
(SE) (SE) (SE) (SE)
[ME] [ME] [ME] [ME]

Male Sample, N=1096
-.141 -.114 -.125 -.120

Currently Employed, (A) (.088) (.109) (.110) (.121)
[-.052] [-.033] [-.034] [-.032]

-.336** -.396*** -.384*** -.417***
Employed Year-Round, (B) (.147) (.129) (.129) (.134)

[-.129] [-.116] [-.107] [-.113]

Female Sample, N=2494
.267*** .135** .116* .087

Currently Employed, (C) (.046) (.053) (.060) (.065)
[.078] [.036] [.030] [.023]

.336*** .132** .109** .077
Earns Income, (D) (.098) (.059) (.060) (.065)

[.098] [.035] [.028] [.020]

.391*** .226*** .211*** .192***
Works Out of Home, (E) (.051) (.054) (.054) (.052)

[.113] [.061] [.055] [.049]
Notes: *** p¡0.01; ** p¡0.05; * p¡0.10. SE = Standard Error. ME = Marginal Effect. Basic Covariates

include all Demographic Characteristics and Desired Fertility from Table 2. Risky Behavior Mechanism
includes all Risky Sexual Behaviors and Understanding of Risk covariates from Table 2.
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Abstract

Innovations and inventions are often cited as sources of economic growth. These drivers

can be thought of as functions of creativity. To study creativity is therefore to study aspects

of economic growth. This paper builds upon research on creativity done by Professor David

Galenson of the University of Chicago, who has found that innovators can be categorized into

two groups: conceptual and experimental. Conceptual innovators often produce their most

innovative works early in their careers while experimental innovators dedicate their careers

towards perfecting their craft and create later innovations. This paper analyzes the artistic

and creative careers of three 20th century haute couture fashion designers in order to better

understand what drives innovation in the fashion industry. Each artist’s career is systematically

measured by three key metrics including museum exhibition records, auction price data and

museum collection dates. Essays and reviews written by notable critics of the era further

support claims derived from the data. This paper finds that Cristóbal Balenciaga and Madame

Grès are experimental designers while Yves Saint Laurent is conceptual.
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1 Introduction

Innovation is the diffusion of an idea. Innovative art changes a discipline by shifting practices,

altering preconceived notions, and establishing new styles or methods by which the work is made.

Prior empirical studies on creativity have found that artistic innovations tend to occur in two

distinct patterns: sudden, specific, and precise; or gradual and steady (Galenson, 2009). The first

type of innovations, those that are sudden and specific, are conceptual. Conceptual innovators tend

to work deductively, using ideas as the foundation for their innovation, and make their greatest

contributions earlier in their careers (Galenson, 2009). The second type of innovations, those

that occur more gradually over time, are experimental. Experimental innovators tend to work

inductively, forming their innovations through observation, and produce their innovations later in

their careers (Galenson, 2009).

This paper will analyze innovations specific to fashion design. This paper will use museum exhi-

bition checklists and auction price data to empirically study the creative lifecycles of three fashion

designers. This paper will also refer to criticism and interviews by designers and museum curators

to further study each designer. By analyzing the lifecycles and contributions of major 20th century

fashion designers, this paper will define what it means to be a conceptual or experimental innovator

in the context of the discipline and come to understand which 20th century fashion designers were

conceptual and which were experimental. The designers studied include experimentalists Cristóbal

Balenciaga and Madame Grès and conceptualist Yves Saint Laurent (see Table 1).

2 Couture Fashion Design

Haute couture is the term used to define the high-end fashion industry of the 20th century (Martin

& Koda, “Haute Couture”) The origins of haute couture can be traced to the House of Worth in

Paris during the mid-19th century. The term refers to the construction of clothing for individuals

from start to finish by a designer or couturier. The creative ability and artistic independence of

the designer makes this discipline particularly relevant for the study of innovation. In high-end

fashion design, a designer creates a finished, signature product that becomes part of a larger body
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of work over the course of a designer’s career. Analysis of the complete body of work can lead

one to determine unique characteristics of the designer, which works were most innovative, and

what influence the works had on other designers. By doing so, this paper looks to lead to a new

understanding of creativity in the context of haute couture.

Among the many notable artists in the history of fashion design, the designers studied in this

paper were chosen because of their innovative contributions to couture as a form of art. Many

famous designers, such as Charles Frederick Worth and Paul Poiret of the early-20th century or

Ralph Lauren and Calvin Klein of the late-20th century, are well known today because of their

significant contributions to fashion as a business. (Martin & Koda, “Haute Couture”) This paper

differentiates between fashion as a business and fashion as an art and studies the designers who

made their most important contributions to fashion as a form of art. By focusing on the art rather

than the business, one can determine what techniques, styles, sources of inspirations, and final

products correspond with conceptual or experimental innovations in the art of fashion design.

3 Selection Criteria

Cristóbal Balenciaga, Madame Grès, and Yves Saint Laurent were selected by comparing lists of

designers who have the most number of items in the Costume Institute of the Metropolitan Museum

of Art in New York (Met) and the list of retrospective exhibitions hosted by the Costume Institute.

These lists can be seen in Table 2 and Table 3, respectively. The Costume Institute was founded

in 1937 and contains over 35,000 costumes dating back to the 15th century. In 2009, the Brooklyn

Museum joined its costume collection with the Met, creating the “largest and most comprehensive

costume collection in the world” (“Costume Institute”). The historical and geographical span of

the Met’s costume collection makes for a thorough and objective process of selecting the most

important fashion designers to study.

In addition to holding many of the world’s most important costume items, the Costume Institute

also hosts retrospective exhibitions that are useful to study the career path of major fashion de-

signers. According to Andrew Bolton of the Costume Institute, the museum criteria for hosting an
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exhibition on an individual designer is “whether the designer changed the course of fashion history”

(Menkes, 2011). Given that innovations are pieces of art that diffuse and significantly change a

discipline, the designers featured in monographic retrospectives must have made at least one major

innovation over the course of their career. Using both the number of items in the collection and the

list of individual retrospectives will ensure selecting designers with significant, innovative careers.

4 Measurement

Retrospective museum exhibitions offer a unique opportunity to examine the important pieces and

periods of an artist’s career. Prior studies have found that museum exhibitions serve as a way for

curators to “tacitly reveal their judgments of the importance of an artist’s work at different ages”

(Galenson, “Old Masters and Young Geniuses”). Thus, the most important ages of an artist’s career

will tend to have the most works in an exhibition. However unlike painting or other forms of art,

monographic fashion retrospectives are a relatively new phenomenon. The Met hosted their first

monographic exhibition in 1973 with “The World of Balenciaga” and their second in 1983 on Yves

Saint Laurent (see Table 2). This raises an issue concerning the validity of these early exhibitions

on accurately measuring the career of an artist. Since the concept of these types of shows is new,

there is perhaps a gap in the scholarship when compared to other artistic disciplines that would lead

to the same quality of exhibitions painters receive. To overcome this issue, the paper will analyze

multiple exhibitions of each artist from other museums to obtain a larger sample size to overcome

any idiosyncrasies of a given museum.

The 1983 Met exhibition on Yves Saint Laurent was particularly unique for the purposes of

this study because it occurred while Saint Laurent was still designing. In a 2011 New York Times

article, Katell le Bourhis of the Met stated that at the time of the exhibition Yves Saint Laurent’s

couture house had only “a single brown lace dress available” for the exhibition; the museum had

to find donors to lend their personal collections to the museum for the exhibition (Menkes, 2011).

However, Saint Laurent’s partner Pierre Bergé established a foundation soon after to preserve Saint

Laurent’s work. The foundation hosted an exhibition after Saint Laurent’s death in 2002 with the
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Fine Arts Museums of San Francisco and Montreal Museum of Fine Arts. This is the exhibition

used in this study. Nathalie Bondil of the Montreal Museum of Fine Arts stated she “insisted on

having an independent curator and expert” on the team preparing the show because she believed in

the importance of freedom from commercial branding of exhibitions (Menkes, 2011). This increases

the usefulness of the 2002 exhibition as evidence for measuring Saint Laurent’s career path. John

E. Buchanan Jr., director of the Fine Arts Museums of San Francisco, makes an argument that

further supports the use of exhibitions as a tool for measuring a fashion designer’s career:

In considering a monographic exhibition, we look for the genius factor.’ We want the

designer who is seminal - who has created a singular vision, silhouette, technique or

style unlike that which came before and who has a broad-reaching oeuvre that inspires

and influences successive generations of designers (Menkes, 2011).

Therefore, this paper will analyze the number of items and the year of each item produced across

several individual retrospective exhibitions as a way of measuring the career of innovative fashion

designers. The Victoria and Albert Museum in London, Musée Gallarllia in Paris, and National

Gallery of Victoria in Australia have also hosted exhibitions pertinent to the designers studied this

paper.

In addition to using exhibitions, this paper will also look at auction price data from several

different auctions over the past ten years to study each designer’s career. This data will be used

in conjunction with the criticism analysis and exhibition profiles. Prior studies on creativity have

shown auction markets to be an accurate predictor of a designer’s most innovative works, as the

most important works tend to be the most expensive pieces of an artist’s collection (Galenson, “Old

Masters and Young Geniuses”). While the selection size of the auction data might not be large

enough to do a complete analysis, the range of the years gathered for each designer will contribute

to the analysis from the exhibitions and critical essays.

88



5 Conceptual Designers

Conceptual fashion designers tend to create a single design or style that breaks away from current

trends. Like other conceptual artists, conceptual designers often find inspiration for their designs

from their ideas or dreams. Furthermore their designs serve as a means to convey the artist’s ideas.

Conceptual designers often plan their work ahead of times with sketches and then work in teams

or groups to produce their designs. They typically receive recognition more for the concept or idea

behind the design than the craftsmanship or tailoring elements of the work. Their designs tend

to be radical and controversial, as well. Conceptual designers also tend to be more public figures

with louder, more outgoing personalities. Yves Saint Laurent is the archetypal conceptual designer

studied in this paper.

6 Experimental Designers

Experimental designers tend to be committed to a specific style of design and pursue complete

perfection within his or her style. They are known primarily for their extremely strong craftsman-

ship and tailoring skills. Like experimental painters, experimental designers tend to be committed

to creating beauty and grace in their designs. Like architects, experimental designers tend to use

nature as a source of inspiration. Experimental designers also often return to their finished prod-

ucts, repairing and reworking their designs because of their strong tailoring skills. Experimental

designers tend to work in solitude and remain away from the public sphere, often letting their work

speak for itself. Cristóbal Balenciaga and Madame Grès are the two experimental designers studied

in this paper.

6.1 Cristóbal Balenciaga (1895-1972):

“The master of us all” - Christian Dior

Cristóbal Balenciaga is a famous Spanish experimental designer who transformed the couture

industry with his unparalleled tailoring and craftsmanship abilities. His contemporary Gabrielle
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Coco’ Chanel once said, “Of all twentieth-century designers, the only one who could create a

garment from beginning to end was Balenciaga” (Healy, 1992). Balenciaga was born in 1895 in a

small town in the Basque region of Spain. He worked from the age of 12 as a seamstress for his

mother. Using what he learned from his mother, he opened a small house in San Sebastian in 1919

where he began to develop his talents. In 1931 Balenciaga opened a second house, and by 1937

he had become well known and had sold a dress to the Duchess of Westminster the following year.

He led one of the most successful and prominent couture houses in Europe until he retired in 1968

(Healy, 1992).

Balenciaga is most recognized for his tailoring skills and knowledge of fabrics. For the Balenciaga

exhibition hosted by the National Gallery of Victoria, critic Robyn Healy stated, “Balenciaga’s

extraordinary tailoring skills and knowledge of fabrics set him apart from all other designers”

(Healy, 1992). His skills were so strong he was often described as being like a sculptor: “Balenciaga

uses fabric like a sculptor working in marble. He can rip a suit apart with his thumbs and remake or

alter his vision in terms of practical, at-hand dress making” (Healy, 1992). This skill is commonly

associated with experimental artists in other disciplines. Prior studies on creativity have shown

experimental artists tend to be known for their craftsmanship abilities (Galenson, 2009). Developing

mastery of fabric and tailoring requires patience and needs to be developed over the course of a

career, which is consistent with experimental artists of other disciplines.

Balenciaga’s main innovation was in the style and technical aspects of couture. As one exhibition

curator wrote, his “style and technical innovation became part of fashion’s everyday vocabulary he

represented the best in design and construction” (National Gallery of Victoria). Balenciaga used his

tailoring skills to create a new silhouette for women. This silhouette combined geometric principles

with high-end fabrics to create a garment that flowed freely over a woman’s body in a simple

yet complex manner. His specific innovations include: “boxy, semi-fitted suits; tunic dresses; 7/8

length sleeves; stand-away collars; voluminous evening coats with dolman sleeves; and magnificent

ball gowns” (Kellogg, 2002). The stand-away collars and 7/8 length sleeves represent his technical

innovations while the semi-fitted suits and ball gowns represent his stylistic innovations.

Balenciaga’s inspiration came from his travels and homeland. In a book by fashion professor

90



Noel Palomo-Lovinski titled The World’s Most Influential Fashion Designers, the author describes

how Spanish history and painters inspired many of Balenciaga’s works. Palomo-Lovinski highlights

Balenciaga’s “clear connection with historical Spanish painters, such as Francisco de Zurbarn, Fran-

cisco Goya, and Diego Velzquez,” which can be seen by Balenciaga’s use of lace and embroidery

in many of his works. In particular, she displays a 1951 Balenciaga dress that is reminiscent of

Francisco Goya’s paintings. Palomo-Lovinski also describes the innovative shape of the 1951 dress:

“The shape of this Balenciaga gown is innovative for the time, with the skirt being cut away at the

front with a long back.” This is representative of the type of style Balenciaga brought to couture

(Palomo-Lovinski, 2010).

Balenciaga was also inspired by earlier couturiers including Madeline Vionnet, Coco Chanel,

and Edward Molyneux. According to Palomo-Lovinski, Balenciaga admired Molyneux’s slow de-

velopment of technique over time, learned the importance of cutting and draping from Vionnet,

and developed his emphasis on comfort from Chanel (Palomo-Lovinski, 2010). Although a com-

plete analysis has not been conducted, preliminary studies on Chanel and Vionnet suggest that

two were experimental. If this were true, this would be consistent with prior theory on creativity,

for experimentalists tend to work with and learn from experimentalists and vice versa (Galenson,

2010).

Balenciaga’s reserved, quiet nature and methodical process of creating is similar to that of

other experimental artists. Like other experimentalists, Balenciaga relentlessly pursued perfection

in his work and would often revisit designs years after they were completed. His shy personality

allowed his work to speak for itself. Diana Vreeland of the Met describes how an “aura of mystery”

developed over the course of his career as a result of his reserved disposition (National Gallery of

Victoria). He rarely gave interviews and stayed out of the public life. When offered the opportunity

to meet Picasso, Balenciaga apparently replied, “He is always wearing disguisesthe man is a clown.”

In true experimental fashion, Balenciaga’s style grew and developed over the course of his

career. Charlotte Seeling writes in her book The Century of the Designer that “from year to year

his technique became more refined and his designs simpler” (Seeling, 2000). Claire Wilcox, curator

of the exhibit on couture at the Victoria and Albert Museum in London, describes how Balenciaga
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developed his skills over his career:

This supreme ability, comparable to perfect pitch in a musician, allowed him technical

and aesthetic freedom, the importance of which has perhaps never been properly gauged,

but which took him many years to achieve. In fact, if only his pre-war designs had

remained, the designer would barely have stood out from his fellows (Wilcox, 2007).

That his designs only became great later in his career further supports the claim that he is

experimental. This pattern of late development appears in his exhibitions as well. For the National

Gallery of Victoria exhibition, the curator writes that “by looking at various basic suit types over

a ten-year period, one can clearly see the ideals he was moving towards and the dominant features

of his work” (National Gallery of Victoria). In the introduction to the 2011 Fine Arts Museums

of San Francisco exhibition on Balenciaga, curator Hamish Bowles writes that Balenciaga’s career

path was unique among designers of the time: “Indeed, in many ways he reversed the designer’s

traditional career trajectory, producing some of his most thoughtful and even provocative designs in

the twilight of his career” (Bowles & De Young, 2011). Between Wilcox’s and Bowles’ descriptions

of the growth and development of Balenciaga’s skills and influence over the course of his career, it

becomes clear that the reason for this late success is because he was an experimental designer.

Tables 4.1 through 4.3 each support this conclusion. Each table represents the distribution of

the designer’s age and the number of items in exhibitions hosted by the Metropolitan Museum of

Art, Fine Arts Museums of San Francisco, and National Gallery of Victoria. In the case of the

Metropolitan’s exhibition (Table 4.1), 57.3% of his designs occur from the years 1960-1968, when

Balenciaga was aged 65-73. In contrast, only 7.3% of the work came from the 1940s (ages 45-54).

In Table 4.2, the San Francisco exhibition contained 45.2% of items from 1960s. In Table 4.3,

the number is 58.3%. Table 4.4 shows the age distribution of Balenciaga’s work in the complete

collections of the Fashion Institute of Technology Museum in New York and the Victoria and Albert

Museum in London. The median ages of these collections are 58 and 65, respectively. Each of these

profiles is consistent with that of an experimental designer. Because Balenciaga was known for his

tailoring skills, these were most strongly developed at the end of his career.
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The auction data further support this conclusion. His most expensive item sold was a 1960 (age

65) cape that sold in 2014 for a Christie’s auction for over 57, 000.Hisnextmostexpensiveitemwasalsofromthe1960sandsoldfor11,000.

As prior studies have shown on creativity, the most expensive work is the most important, which

corresponds with what the exhibition and museum collection data show: Balenciaga was most

successful at the end of his career.

By the end of Balenciaga’s career, his influence had spread across most of the couture world. The

designers Balenciaga influenced directly include André Courrèges, Christian Dior, Emanuel Ungaro,

Francisco Costa, and Hubert de Givenchy. Courréges was “influenced by Balenciaga’s structural

and architectural forms” while Costa was influenced by Balenciaga’s use of “shape, simplicity,

and structure” (Palomo-Lovinski, 2010). Ungaro remembers the first time he saw Balenciaga:

“When I saw Balenciaga for the first time, it was a discoverysomething so important for my life

and my mind” (Healy, 1992). Balenciaga’s commitment to simplicity and elegance continues to

inspire fashion designers today. Rather than sacrificing his values and changing his style to meet

the demand of consumers of the day, Balenciaga remained committed to couture and chose to

retire rather than change. As Carmel Snow, editor of Harper’s Bazaar, wrote upon his retirement,

“Nothing is so mysterious as simplicityAs always we may expect to see Balenciaga’s influence sink

deeply, noiselessly, until it pervades the whole world of fashion” (Palomo-Lovinski, 2010).

6.2 Madame Grès (1903-1993)

Sphinx of Fashion

Madame Grès was a French experimental designer often unknown by the public but extremely

well respected and admired by practitioners and critics. Over the course of her 50-year career, Grès

inspired the many designers who followed her to pursue pure beauty and simplicity in their designs.

Grès dedicated her career to perfecting her Grecian gown, which became the unequivocal model for

beauty for the fashion world. Madame Grès was born to a bourgeois family in Paris as Germaine

Krebs. She began her career as a sculptor but did not find success in the field. She changed her

name to Alix Barton and opened her first design house in 1934 but was soon forced to close because

of the War. In 1942, she opened another house named Grès where she achieved much of the fame
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for which she is known today. Curator for the Costume Institute’s exhibition on Madame Grès

Richard Martin wrote, “we tender our highest esteem for this designer of exceptional vision, whose

work is untrammeled by commerce or compromise” (Martin &Koda, 1994).

Madame Grès’ innovation for the fashion industry was in creating free-flowing, beautiful evening

gowns. Known for her strong, self-taught craftsmanship abilities, Madame Grès would often design

her gowns directly on the wearer or mannequin. In experimental fashion, she would “drape dresses

directly on her customers, and like Nina Ricci she cut straight out from the material without making

a pattern first” (Seeling, 2000). The concept of creating the material directly on the wearer without

designing prior to creating is an experimental practice. Experimental painters, for instance, often

do not plan their work prior to painting (Galenson, 2010). Richard Martin describes Grès’ face-

to-face method of design as “a Rodinesque practice that exudes a feeling of tangible proximity

to flesh and a sense of surety in rendering the body that are similar to that modern sculptor’s

works” (Martin &Koda, 1994). Curator of the Fashion Institute of Technology’s exhibition on

Madame Grès Patricia Mears also writes on Grès’ hand-tailoring capabilities: “Her unique, self-

taught methods of construction may lack mathematical precision, but their technical consistency

and graceful aesthetics come undeniably from the hand of a master couturier” (Mears, 2007).

Like other experimental artists, Grès primarily found inspiration for her main work from her

travels and life experiences. For example, Grès’s 1935 “Pagoda” jacket represents a combination

of Eastern and Cubist influence, while her sari dress embodies her travels 1958 travels to India

and her “lifelong interest in dominoes, caftans, and other untailored constructions that affected the

liquid softness of her 1970s world” (Martin & Koda, 1994). In addition to her travels Grès was

inspired by other fashion designers, including Madeleine Vionnet and Balenciaga. According to

Palomo-Lovinski, although Vionnet was more “mathematical” in her draping while Grès was more

natural, Grès observed the difference between the two styles and formed her own innovations as a

result of learning from other designers (Palomo-Lovinski, 2010).

Madame Grès’ personality was also consistent with that of an experimental artist. Like Ba-

lenciaga, she was a mystery to the public: “Madame Grès is an enigma whose life was shrouded

in mystery, and whose persona defied the typical characteristics of a couturier” (Palomo-Lovinski,
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2010). She frequently changed her name and remained out of the public sphere for most of her

career. Her exact day of birth is unknown and her death was kept hidden by her family for almost

a year until after she died. Like Balenciaga, she let her work speak for itself and did not resort to

marketing or commercialization to promote her designs. Professor of fashion Ann Kellogg writes,

“A perfectionist, she was not concerned with the functionality of dress, rather in sculpting fabric

into exquisite pieces of art” (Kellogg, 2002).

Grès’ most innovative decade was the 1970s, when she was between the ages of 67 and 75. Tables

5.1 and 5.2 support this conclusion. In the Metropolitan’s exhibition of Madame Grès, 31% of the

designs come from this time span. The next highest decade by percentages is the 1960s, which

included 25.7% of the designs. Again, this is consistent with experimental innovation. Because

Madame Grès worked to perfecting her specific style of the Grecian, pleated gown, she had the

most success with this later in her career. The most reliable data for Madame Grès comes from

Table 5.2, the Musée Galliera exhibition, which had 119 items. The Met’s exhibition was relatively

smaller (only 35 items) and the collections held by the Fashion Institute of Technology and Victoria

and Albert Museum are not that large either (33 and 24 items, respectively) but still are useful in

determining the most important time period for the designer.

The auction data in Table 5.4 also supports the conclusion that Madame Grès was most suc-

cessful later in her career. The most expensive dress sold was from when she was 57 years old

and sold for 9, 020.Thesecondmostexpensivewasfromwhenshewas62andsoldfor8,450. While these

numbers are not nearly as high as the other designers’, Madame Grès was still respected by critics

and other designers as the critical literature demonstrates. The auction data also shows that of the

31 dresses observed, only 4 items came from before the age of 47. This is consistent with the fact

that experimental designers produce their best work later in their careers.

Madame Grès has inspired many designers today. One of her most prominent followers is Doo-Ri

Chung who creates a similar type of draping jersey dress shown on runways today. Contemporary

Japanese designer Yohji Yamamoto also includes the pleated techniques in his designs. Costello

Tagliapietra, Alber Elbaz, Isabel Toledo, Ralph Rucci, and Halston are other designers who have

incorporated Grès’ free-flowing, graceful style into their collections.
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Madame Grès embodies a pure experimental designer. As Richard Martin writes, “Grès in-

vented one model that she practiced, polished, perfected, and purified.” Her self-taught skills and

beautifully graceful dresses are innovations in the fashion industry that remain today. Her persis-

tent devotion to her work makes her an experimental artist that has had a tremendous impact on

the history of couture.

6.3 Yves Saint Laurent (1936-2008)

“For Yves - and herein lies his uniqueness - each collection is a means of bringing dreams to life,

expressing fantasies, encountering myths, and creating out of them a contemporary fashion.” -

Pierre Berge, fellow designer and partner (Fine Arts Museum of San Francisco).

Yves Saint Laurent was a French conceptual designer. At the young age of 17, he won third place

in the prestigious International Wool Secretariat competition for design sketches. The next year, at

the age of 18, Saint Laurent won. The award is an international recognition given to outstanding

fashion designers as judged by the top designers in the field and served as the launching point

for Saint Laurent’s career. Saint Laurent was born in Algeria to a wealthy French family. His

family exposed him to the theater and arts at an early age where he developed an interest in design

(Kellogg, 2002). Saint Laurent went on to apprentice for Dior after winning the International Wool

Secretariat prize, and at the age of 21 became the lead designer for Dior upon his sudden death in

1957. It is from this young age, 21, that Yves Saint Laurent began his career continuously redefining

fashion for women.

Saint Laurent’s innovation was establishing the idea that women could be empowered by the

clothing he designed. Saint Laurent had a specific idea behind his designs; his clothes served a

purpose other than to make women look graceful, like Balenciaga and Madame Grès. His idea was

that he wanted women to feel powerful wearing his clothes, and he designed accordingly. As he

once stated in an interview, “My dream is to give women the basis of a classic wardrobe, which,

escaping the fashion of the moment, will give them greater confidence in themselves” (Fine Arts

Museum of San Francisco).

His creative process was entirely conceptual. Saint Laurent would sketch out his designs in
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great detail prior to designing. Like conceptual architects, Saint Laurent could hand the designs

to his team and step back from the work. This is possible for conceptual artists because the

creation of the final product is not what it is important. What is important is the idea behind

it. This would not have worked for Balenciaga or Madame Grès because their technical skills and

abilities were unmatched by fellow designers. One of Saint Laurent’s contemporaries remembers the

thousands of drawings Saint Laurent would produce and the high quality of each sketch: “When he

began, Yves Saint Laurent would produce up to one thousand drawingsbut what makes Yves Saint

Laurent’s sketches of such amazing quality are their closeness to their final destination.” Saint

Laurent himself even acknowledged his sketching capabilities: “When I give the ateliers a sketch

they can immediately recognize the direction of the fabricthey can read it like a road map” (Fine

Arts Museum of San Francisco). This occurs for conceptual designers because the concept for the

design is complete before it is even drawn; it is an idea conceived of by Saint Laurent himself and

finished before he writes it down.

Palomo-Lovinski highlights the years from 1966-1968 as the most important years of Yves Saint

Laurent’s career. In 1966 he created the Mondrian line. In 1967 he created Le Smoking, his tuxedos

for women. Also in 1967, he created his African collection. In 1968 he introduced the safari line.

Each of these collections was as independent as it was radical. The frequent change in style is

common for conceptual innovators, as style is a means for expressing ideas. For Saint Laurent, the

idea he wished to express was empowering women. His long-time partner and fellow designer Pierre

Berge describes this goal:

Much like Dior gave women the feeling of beauty, YSL gave women power. He gave them

masculine dress “sliding masculine shoulders onto those of women, dressing them in tuxedoes,

reefer jackets, blazers, sport coats, and trench coats” - Saint Laurent, in his own way, transferred

power to women.

This pattern of drastic, sudden change continued for Saint Laurent. In 1977 he created the

Ballets Russes collection inspired by the Russian ballet. Kellogg describes this collection as being

a “dramatic departure” from his prior work. This work was conceptually innovative, as it was well

defined, immediate, and spread quickly to other designers: “Shortly thereafter, ethnic fashions at
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every price point proliferated on the fashion scene” (Fine Arts Museum of San Francisco).

When looking at Tables 5.1 and 5.2, Saint Laurent’s most important years become clear. To

begin, the exhibitions for Balenciaga and Madame Grès featured almost no work from either designer

before the age of 40. For Saint Laurent’s 2002 exhibition, over 35% of the work comes from before

the age of 40. His 2010 exhibition contains nearly 40% from before the age of 40. What is most

important in these tables though are the years from 1966 through 1971. During this 5-year time

span, Saint Laurent created each of the individual collections described above. This 5-year span

also contains the most designs in a concentrated period over his entire career.

The auction data from Table 5.3 also demonstrates this phenomenon. This creative time period

started with the Mondrian dress in 1966. The Mondrian dresses were a direct link to Piet Mondrian’s

geometric patterns of design. In an interview reprinted for his 2002 exhibition, the couturier states

clearly in regard to the Mondrian collection: “I understood that until then, the world was rigid

and that the time had come to make it move” (Fine Arts Museum of San Francisco). One of these

dresses sold for $46,980 in a 2011 Christie’s auction. The most expensive item out of the auction

data was a 1967 dress with ostrich feathers he personally designed for model Danielle Luquet de

Saint Germain. This year matches with the year with the most number of designs in his two

exhibitions. The dress sold for $154,375. The second most expensive item comes from his 1977

Ballets Russes collection. His Picasso-inspired Cubist dress from this year was the second highest

selling item on the list. This also was a unique, radically different type of dress from his other work.

Saint Laurent brought haute couture to the common woman. The elegance and exclusivity of

Balenciaga and Grès was no longer possible as both giants had retired, and Saint Laurent was there

to bring in the new wave. One could not separate Saint Laurent’s clothes from Saint Laurent the

person and his ideas: “For twenty-five years, Saint Laurent has fully exemplified Jean Cocteau’s

phrase: In every landscape or still life, a painter always portrays himself’” (Fine Arts Museum of

San Francisco). Berge continues to say, he “extended the realm of aesthetics to embrace social

issues, using in a certain way the approach of a moralist.” One does not find such strong ideas

in the work of Balenciaga and Grès. This is the difference between conceptual and experimental

innovation in design.
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7 Conclusion

Experimental fashion designers make their best work late in their careers. This phenomenon occurs

because experimental innovations are most often made as a result of strong tailoring and crafts-

manship skills. These skills are honed and perfected over the course of a career. As a result, one’s

best designs occur later. These designs tend to be graceful and beautiful, often appearing simple

when in fact they are quite complex. Cristóbal Balenciaga was an experimental designer most well

known for his gowns while Madame Grès was an experimentalist who invented the pleated, Grecian

jersey gown. Both designers’ styles are seen on runways today. Conceptual fashion designers tend

to make their best work earlier in their careers. Conceptual designs often embody an idea that

is captured by the design and style of the clothing or fabric. Conceptual designers sketch their

designs in advance, producing nearly complete sketches before the designs are prepared. Yves Saint

Laurent was a conceptual designer who brought the idea of empowering women to couture. He is

most well known for putting women in pant suits and creating dresses inspired by other artists’

work like Mondrian and Picasso.

The difference between the two forms of creativity is consistent with the dichotomy that exists in

other disciplines. Couture as a form of museum art is a relatively new phenomenon when compared

with other forms of art. Yet over the last 40 years there has been a significant movement among

museums collect designs that transformed the discipline. Within the discipline itself, further studies

on creativity should explore the change in fashion design over the latter half of the 20th century to

determine if the conceptual revolutions that occurred in painting and songwriting also occurred in

fashion design. It is possible that the rise of ready-to-wear collections has made it easier for designers

to impart their ideas on consumers. Regardless, the study of creativity is essential towards better

understanding the history and nature of fashion design.
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8 Appendix

Table 1: 20th Century Fashion Designers
Designer Date Country # of Items Met Exhibition

Experimental Cristóbal Balenciaga 1895-1972 Spain 450 The World of Balenciaga
Madame Grès 1903-1993 France 326 Madame Grès

Conceptual Yves Saint Laurent 1936-2008 France 404 Yves Saint Laurent
Source: The Costume Institute, Metropolitan Museum of Art, New York, NY

Table 2: Top 10 Designers by # of Items in Metropolitan Museum of Art
Designer # of Items

Charles James 727

House of Dior 668

House of Balenciaga 497

Cristóbal Balenciaga 450

Yves Saint Laurent 404

Yves Saint Laurent, Paris 352

Madame Grès 326

Elsa Schiaparelli 317

House of Chanel 304

Christian Dior 282
Source: The Costume Institute, Metropolitan Museum of Art, New York, NY

Table 3: Monographic Exhibitions
Selected Met Exhibitions Date

The World of Balenciaga 3/23/73 - 6/30/73

Yves Saint Laurent 12/14/83 - 9/2/84

Madame Grès 9/13/94 - 11/27/94

Christian Dior 12/12/96 - 3/23/97

Gianni Versace 12/11/97 - 3/22/98

Adrian: American Glamour 5/14/02 - 8/18/02

CHANEL 4/5/05 - 8/13/05

Paul Poiret: King of Fashion 5/7/07-8/6/07

Alexander McQueen 5/4/11-8/7/11

Charles James: Beyond Fashion 5/8/14-8/10/14
Source: The Costume Institute, Metropolitan Museum of Art, New York, NY
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Table 4.1: The World of Balenciaga (1973)

Year Age # of Items (n=191) % Distribution % by Decade
1938 43 1 0.5%
1939 44 2 1.0% 1.6%

1940 45 1 0.5%
1941 46 0 0.0%
1942 47 0 0.0%
1943 48 0 0.0%
1944 49 0 0.0%
1945 50 2 1.0%
1946 51 4 2.1%
1947 52 3 1.6%
1948 53 1 0.5%
1949 54 3 1.6% 7.3%

1950 55 10 5.2%
1951 56 3 1.6%
1952 57 5 2.6%
1953 58 5 2.6%
1954 59 6 3.1%
1955 60 9 4.7%
1956 61 4 2.1%
1957 62 12 6.3%
1958 63 5 2.6%
1959 64 5 2.6% 33.3%

1960 65 15 7.8%
1961 66 11 5.7%
1962 67 10 5.2%
1963 68 15 7.8%
1964 69 15 7.8%
1965 70 17 8.9%
1966 71 10 5.2%
1967 72 11 5.7%
1968 73 6 3.1% 57.3%

31 191

Source: Metropolitan Museum of Art. (1973). The World of Balenciaga. New York
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Table 4.2: Balenciaga and Spain (2011)

Year Age # of Items (n=191) % Distribution % by Decade
1938 43 1 0.7%
1939 44 3 2.2% 3.0%

1940 45 2 1.5%
1941 46 1 0.7%
1942 47 0 0.0%
1943 48 1 0.7%
1944 49 0 0.0%
1945 50 2 1.5%
1946 51 2 1.5%
1947 52 2 1.5%
1948 53 6 4.4%
1949 54 1 0.7% 12.6%

1950 55 8 5.9%
1951 56 11 8.1%
1952 57 5 3.7%
1953 58 7 5.2%
1954 59 6 4.4%
1955 60 1 0.7%
1956 61 3 2.2%
1957 62 6 4.4%
1958 63 4 3.0%
1959 64 2 1.5% 39.3%

1960 65 6 4.4%
1961 66 7 5.2%
1962 67 8 5.9%
1963 68 2 1.5%
1964 69 11 8.1%
1965 70 7 5.2%
1966 71 6 4.4%
1967 72 10 7.4%
1968 73 4 3.0% 45.2%

31 135

Source: Bowles, H., & M.H. De Young Memorial Museum. (2011). Balenciaga and Spain. San Francisco
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Table 4.3: Balenciaga: Masterpieces of Fashion Design (1992)

Year Age # of Items (n=191) % Distribution % by Decade
1938 43 0 0.0%
1939 44 1 1.4% 1.4%

1940 45 1 1.4%
1941 46 2 2.8%
1942 47 0 0.0%
1943 48 0 0.0%
1944 49 0 0.0%
1945 50 0 0.0%
1946 51 0 0.0%
1947 52 0 0.0%
1948 53 0 0.0%
1949 54 0 0.0% 4.2%

1950 55 5 6.9%
1951 56 3 4.2%
1952 57 3 4.2%
1953 58 2 2.8%
1954 59 3 4.2%
1955 60 2 2.8%
1956 61 2 2.8%
1957 62 3 4.2%
1958 63 1 1.4%
1959 64 2 2.8% 36.1%

1960 65 5 6.9%
1961 66 4 5.6%
1962 67 4 5.6%
1963 68 3 4.2%
1964 69 7 9.7%
1965 70 2 2.8%
1966 71 7 9.7%
1967 72 9 12.5%
1968 73 1 1.4% 58.3%

31 72

Source: National Gallery of Victoria. (1992). Balenciaga: Masterpieces of Fashion Design. Melbourne

Table 4.4: Balenciaga Museum Collection Age Distributions
Age Fashion Institute of Technology (n=19) Victoria and Albert Museum (n=129)

30s 0 0
40s 2 1
50s 8 21
60s 7 76
70s 2 31

Mean age: 58.89 64.74

Median age: 58 65
Source: Fashion Institute of Technology Collection, New York. Victoria and Albert Museum Collection,

London.
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Table 4.5: Balenciaga Auction Prices and Age Distributions
Designer Age Price ($ USD) Item (n = 26) Year of Sale Auction House

55 3,126 Dress 2009 Christie’s
55 2,709 Dress 2009 Christie’s
55 1,700 Dress 2012 Christie’s
55 1,250 Suit 2009 Christie’s
56 4,584 Dress 2009 Christie’s
59 2,244 Dress 2009 Christie’s
60 3,126 Dress 2009 Christie’s
60 1,667 Ensamble 2009 Christie’s
60 1,346 Dress 2008 Christie’s
64 3,116 Dress 2010 Kerry Taylor
65 4,902 Suit 2007 Christie’s
65 57,464 Cape 2014 Christie’s
66 1,320 Dress 2010 Augusta
67 1,140 Ensamble 2010 Augusta
67 1,571 Ensamble 2008 Christie’s
65 6,888 Dress 2013 Kerry Taylor
69 3,141 Suit 2008 Christie’s

65-75* 11,745 Dress 2011 Christie’s
65-75 5,418 Dress 2009 Christie’s
65-75 5,418 Gown 2009 Christie’s
65-75 4,039 Coat 2008 Christie’s
65-75 3,320 Jacket 2008 Christie’s
65-75 1,795 Dress 2008 Christie’s
65-75 1,188 Suit 2007 Christie’s
65-75 3,000 Dress 2011 Augusta
65-75 1,800 Dress 2012 Augusta

Source: http://www.christies.com/results/; www.invaluable.com; www.augusta-auction.com
*Ages listed “65-75” correspond with items listed as designed in “1960s” since this was the age range for

Balenciaga during those years and exact date of clothing was not provided
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Table 5.1: Madame Grès (1994)

Year Age # of Items (n=35) % Distribution % by Decade

1935 32 2 5.7%
1937 34 1 2.9%
1938 35 1 2.9% 11.4%

1946 43 1 2.9%
1947 44 1 2.9% 5.7%

1950 47 1 2.9%
1952 49 1 2.9%
1954 51 1 2.9%
1956 53 2 5.7% 14.3%

1961 58 1 2.9%
1965 62 4 11.4%
1968 65 2 5.7%
1969 66 2 5.7% 25.7%

1970 67 3 8.6%
1971 68 1 2.9%
1974 71 2 5.7%
1975 72 2 5.7%
1976 73 1 2.9%
1978 75 2 5.7% 31.4%

1980 77 3 8.6%
1985 82 1 2.9% 11.4%

21 35

Source: Metropolitan Museum of Art. (1994). Madame Grès. New York
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Table 5.2: Madame Grès, La Couture à L’œuvre (2011)

Year Age # of Items (n=119) % Distribution % by Decade

1933 30 4 3.4%
1934 31 1 0.8%
1935 32 2 1.7%
1936 33 1 0.8%
1937 34 3 2.5%
1938 35 3 2.5%
1939 36 3 2.5% 14.3%

1940 37 1 0.8%
1942 39 1 0.8%
1943 40 1 0.8%
1944 41 2 1.7%
1945 42 4 3.4%
1946 43 5 4.2%
1947 44 3 2.5%
1948 45 5 4.2%
1949 46 5 4.2% 22.7%

1950 47 4 3.4%
1951 48 4 3.4%
1952 49 3 2.5%
1953 50 2 1.7%
1955 52 2 1.7%
1956 53 2 1.7%
1958 55 1 0.8% 15.1%

1960 57 2 1.7%
1962 59 1 0.8%
1963 60 1 0.8%
1964 61 1 0.8%
1965 62 2 1.7%
1966 63 1 0.8%
1967 64 1 0.8%
1968 65 1 0.8%
1969 66 2 1.7% 10.1%

1970 67 11 9.2%
1971 68 3 2.5%
1972 69 3 2.5%
1973 70 1 0.8%
1974 71 2 1.7%
1975 72 4 3.4%
1976 73 5 4.2%
1977 74 5 4.2%
1978 75 2 1.7%
1979 76 2 1.7% 31.9%

1981 78 3 2.5%
1982 79 1 0.8%
1985 82 1 0.8%
1986 83 1 0.8%
1989 86 1 0.8% 5.9%

47 119
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Source: Musée Galliera - Musée Bourdelle. (2011). Madame Grès, La Couture à L’œuvre. Paris

Table 5.3: Madame Grès Museum Collection Age Distributions
Age Fashion Institute of Technology (n=33) Victoria and Albert Museum (n=24)

30s 9 1
40s 10 3
50s 1 5
60s 8 10
70s 5 5

Mean age: 52.24 61.76
Median age: 47 65
Source: Fashion Institute of Technology Collection, New York. Victoria and Albert Museum Collection,

London.

Table 5.4: Madame Grès Auction Prices and Age Distributions
Designer Age Price ($ USD) Item (n=31) Year of Sale Auction House

37 4,100 Dress 2013 Kerry Taylor
44 5,576 Dress 2013 Kerry Taylor
45 1,937 Dress 1998 Christie’s
52 6,778 Dress 1998 Christie’s
54 3,873 Dress 1998 Christie’s
55 3,873 Dress 1998 Christie’s
56 968 Dress 1998 Christie’s
56 1,937 Dress 1998 Christie’s
57 1,937 Dress 1998 Christie’s
57 9,020 Dress 2013 Kerry Taylor
58 6,560 Dress 2013 Kerry Taylor
58 968 Dress 1998 Christie’s
58 1,937 Dress 1998 Christie’s
59 1,937 Dress 1998 Christie’s
59 968 Dress 1998 Christie’s
59 1,937 Dress 1998 Christie’s
60 1,646 Dress 1998 Christie’s
62 8,450 Dress 2013 Gros-Delettrez
64 3,300 Dress 2011 Augusta
72 2,905 Dress 1998 Christie’s
81 1,937 Dress 1998 Christie’s
81 1,937 Dress 1998 Christie’s

37-47* 2,214 Dress 2013 Kerry Taylor
47-57 5,676 Dress 2007 Christie’s
47-57 6,197 Dress 1998 Christie’s
47-57 1,549 Dress 1998 Christie’s
57-67 1,549 Dress 1998 Christie’s
57-67 8,134 Dress 1998 Christie’s
57-67 1,937 Dress 1998 Christie’s
67-77 1,937 Dress 1998 Christie’s
67-77 1,549 Dress 1998 Christie’s

Source: http://www.christies.com/results/; www.invaluable.com; www.augusta-auction.com
*Ages listed “37-47” (etc.) correspond with items listed as designed in “1940s” (etc.) since this was the

age range for Madame Grès during those years and exact date of clothing was not provided
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Table 6.1: Yves Saint Laurent (2002)

Year Age # of Designs (n=160) % Distribution % by Decade

1958 22 1 0.6%
1962 26 5 3.1%
1963 27 1 0.6%
1964 28 2 1.3%
1965 29 5 3.1% 8.8%

1966 30 6 3.8%
1967 31 11 6.9%
1968 32 5 3.1%
1969 33 7 4.4%
1970 34 6 3.8%
1971 35 5 3.1%
1973 37 1 0.6%
1975 39 1 0.6% 26.3%

1976 40 7 4.4%
1977 41 7 4.4%
1978 42 2 1.3%
1979 43 6 3.8%
1980 44 7 4.4%
1981 45 5 3.1%
1982 46 2 1.3%
1983 47 3 1.9%
1984 48 3 1.9%
1985 49 1 0.6% 26.9%

1986 50 3 1.9%
1987 51 2 1.3%
1988 52 9 5.6%
1989 53 3 1.9%
1990 54 10 6.3%
1991 55 6 3.8%
1992 56 3 1.9%
1993 57 3 1.9%
1994 58 1 0.6%
1995 59 2 1.3% 26.3%

1996 60 1 0.6%
1997 61 4 2.5%
1998 62 1 0.6%
1999 63 4 2.5%
2000 64 6 3.8%
2001 65 3 1.9% 11.9%

44 160
Source: Fine Arts Museums of San Francisco. (2002). Yves Saint Laurent. San Francisco
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Table 6.2: Yves Saint Laurent (2010)

Year Age # of Designs (n=160) % Distribution % by Decade

1958 22 7 2.3%
1959 23 0 0.0%
1960 24 1 0.3%
1961 25 0 0.0%
1962 26 8 2.6%
1963 27 1 0.3%
1964 28 2 0.7%
1965 29 3 1.0% 7.2%

1966 30 9 2.9%
1967 31 23 7.5%
1968 32 13 4.2%
1969 33 11 3.6%
1970 34 11 3.6%
1971 35 19 6.2%
1972 36 1 0.3%
1973 37 2 0.7%
1974 38 3 1.0%
1975 39 5 1.6% 31.6%

1976 40 11 3.6%
1977 41 17 5.5%
1978 42 7 2.3%
1979 43 11 3.6%
1980 44 9 2.9%
1981 45 10 3.3%
1982 46 8 2.6%
1983 47 10 3.3%
1984 48 11 3.6%
1985 49 6 2.0% 32.5%

1986 50 2 0.7%
1987 51 2 0.7%
1988 52 11 3.6%
1989 53 3 1.0%
1990 54 9 2.9%
1991 55 5 1.6%
1992 56 2 0.7%
1993 57 1 0.3%
1994 58 4 1.3%
1995 59 6 2.0% 14.7%

1996 60 2 0.7%

39 307
Source: Fine Arts Museums of San Francisco. (2002). Yves Saint Laurent. San Francisco
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Table 6.3: Yves Saint Laurent Auction Prices and Age Distributions
Designer Age Price ($ USD) Item (n=33) Year of Sale Auction House

20 7,439 Gown (Dior)* 2011 Christie’s
21 4,698 Dress (Dior) 2011 Christie’s
22 3,900 Trapeze (Dior) 2013 Kerry Taylor
23 7,800 Dress (Dior) 2012 Augusta
23 4,800 Dress (Dior) 2010 Augusta
23 4,500 Dress (Dior) 2011 Augusta
24 4,698 Dress (Dior) 2012 Christie’s
26 3,132 Tunic 2011 Christie’s
29 3,320 Gown 2008 Christie’s
30 46,980 Mondrian Dress 2011 Christie’s
31 12,724 African Dress 2011 Christie’s
32 16,600 Safari suit 2008 Christie’s
32 4,698 Suit 2011 Christie’s
32 154,375 Ostrich Dress 2013 Gros-Delettrez
34 3,141 Dress 2008 Christie’s
37 5,090 Gown 2011 Christie’s
41 2,640 Jacket and skirt 2011 Christie’s
42 19,500 Suit 2013 Gros-Delettrez
43 12,350 Suit 2013 Gros-Delettrez
43 71,500 Picasso Dress 2013 Gros-Delettrez
44 4,980 Evening wrap 2008 Christie’s
46 780 Dress 2013 Gros-Delettrez
48 1,300 Dress 2013 Gros-Delettrez
49 1,680 Dress 2011 Augusta
50 780 Dress 2013 Gros-Delettrez
51 4,750 Suit 2011 Christie’s
51 4,000 Suit 2011 Christie’s
53 1,170 Dress 2013 Gros-Delettrez
53 1,560 Dress 2013 Gros-Delettrez

23-33** 27,500 Suit 2011 Christie’s
34-44 2,760 Dress 2009 Augusta
45-55 40,000 Coat and Gown 2011 Christie’s
56-66 2,501 Jacket 2009 Christie’s

Source: http://www.christies.com/results/; www.invaluable.com; www.augusta-auction.com
* Items with a (Dior) indicate that he designed for the House of Dior during these years after Christian

Dior died
**Ages listed “23-33” (etc.) correspond with items listed as designed in “1960s” (etc.) since this was the

age range for Yves Saint Laurent during those years and exact date of clothing was not provided
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Abstract

The emergence of South Korea as one of four Asian tigers in the early 1990s was a facade

of success based on an unsustainable and premature financial structure. The government’s

imposition of the financial liberalization policy induced an environment where domestic con-

glomerates could borrow loans and manipulate capital without extensive government scrutiny.

This paper examines the ways in which the rapid liberalization of the financial market in Korea

set the climate of collapse in the Korean economy in 1998. Then, this research observes how

the large conglomerates took advantage of this sudden shift and eventually brought about the

financial crisis of 1998.

1 Contextual Background

Following the ceasefire of the Korean War in the mid-1960s, South Korea suffered high levels of

unemployment and severe destitution (Yoo & Moon 269). However, with the advent of a more

influential presidential leadership under Park and Jeon, the government of Korea sought to adopt

a more export-oriented economic strategy to reduce its deficit terms of trade and generate national

revenue by implementing the seven five-year economic plans in 1962 (Yoo et al., 272). The provision

of this governmental policy include the deregulation of interest rates offered by domestic and foreign

banks, the removal of restrictions on offering loans to domestic companies, consolidation of a more
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managerial autonomy to wholesale banks, the reduction of entry barriers to financial activities and

most importantly, the liberalization of cross-border capital account (Kwon, 331).

Many scholars assert that the hasty financial liberalization and dismantling of the traditional

financial system in Korea had brought an imbalance in the country’s current account and instigated

a culture that lacks transparency within the financial market, eventually paving opportunities for

overinvestment (Kim). But some emphasize that although financial liberalization in 1989 increased

the firm’s vulnerability in amassing more nonperforming debt, the corporate governance under the

chaebols stands out as one of the primary factors in deteriorating the Korean economy by 1998,

as chaebols themselves had handled the capital through unsuccessful ventures and investments

(Yoo & Chul, 271). This paper shall assess the arguments that examine the two primary factors

that plunged the South Korean economy into a financial crisis in 1998. Understanding these two

arguments would allow economist and policy makers to determine the ways in which these main

factors - financial liberalization and conglomerate business practices - have instigated the financial

crisis in Korea.

To synthesize the myriad of views on this topic, this paper uses a set of sources that focus on

either of the two disparate arguments. Amess, Demetriades, Kim and Kwon, who represent the

views of IMF, World Bank or Korean Economic Research Institution respectively, approached this

issue on a more macroeconomic perspective, viewing the issue at a more financial aspect. The title

of Amess’s work, for example, “Financial Liberalization and South Korean Financial Crisis” already

lends itself into discussing financial liberalization as the prime focus. Since Amess and Demetriades

both represent IMF and their works are highly focused on financial liberalization, their works

provide us with the ways in which the international community perceived the causes of the Korean

financial crisis. On the other hand, Powers, Chang, Noland, Yoo and Moon approached this issue

at a more microeconomic perspective. Especially with Powers’s research, her work was published in

the Journal of East Asian Affairs, rendering her work to focus more on the internal affairs of Korea.

Chang, Yoo and Moon, who are academic scholars in Korea’s Business and Enterprise Association,

have tailored their research on the business models and tactics which these conglomerates have

used prior to the financial crisis. Due to their profession, Chang and Yoo, in particular, focus on

114



the business strategy that contributed to the collapse of Korea’s financial structure. In a similar

vein, the economic professor Noland shall provide us with the ways in which the Korea’s business

structure contributed to the collapse of Korea’s economy. By blending both internal and external

perspective to this issue, this paper addresses the question: How did chaebols and the liberalization

of the financial market contribute to the South Korean financial crisis in 1998?

2 Hasty Imposition of the Financial Liberalization and Dereg-

ulation

Since 1960s, the government has had a tight control on the banks and financial flows. But the

government sought the need to liberalize the financial market to supply the capital needs of the

chaebols in a more systematic and efficient manner (Kim, 2006). Though the Korean government

in 1962 had imposed the seven “five-year economic plan” to liberalize the financial activity in

the country, Kim Young Sam government hastened the “five-year economic plan” to “100-day

economic plan” by removing government jurisdiction over private banks and establishing a number

of ’merchant banks’ or wholesale banks to cater short-term debts to the conglomerates in 1989

(Chang et al., 265). During the first half of the decade, the market has responded positively to

this policy, marking a stable 2% increase per annum (Chang et al., 266). Liberalization of the

financial market has far quickly attracted many foreign investors, generating an increase in capital

inflow from $20 billion dollars in 1990 to $100 billion dollars by 1997 (Chang, et al. 738). Similarly,

the policy induced growth, increasing the country’s GDP per capita from $67 in 1960s to $8,500

worth of GNP in 1997 (Yoo et al., 271). Through financial liberalization, South Korea therefore

demonstrated an optimistic projection of its economic discourse.
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While Korea initially reaped economic growth through financial liberalization, Kwon proposes

that this real GDP increase only created a faade of success, hiding the underlying flaw of the entire

financial system in South Korea. He criticizes the government’s lack of patience and assessment in

evaluating the misleading World Bank statistical data of South Korea’s overall debt/Gross National

Product ratio by the eve of the crisis, which was at a low 22% as to the accepted benchmark of a

low-risk debt/GNP ratio which is any figure below 48% (Kwon, 333). Offering an explanation to

this misrepresentation of the data, Noland explains that the debt/Gross National Product ratio does

not reflect the short-term debt ratio which has comprised more than 60.1% of Korea’s total debt

(See figure 1). Being unaware of this underlying high short-term debt ratio is problematic because

the acquisition of large amount of short-term debt, which was financed excessively following the

liberalization of the capital market, does not require the firms to submit their investment proposals

to the Ministry of Finance and Economy (Kwon, 335). Following up on Kwon’s and Noland’s

argument on high levels of debt, Chang and his team argue that liberalizing the financial market

has not only paved way but also encouraged private firms to seek short-term loans to minimize

their overhead costs of transactions and to take advantage of the deregulated market (Chang et.al,

736). With the absence of governmental regulation, total debt stock surged from $7.27 billion to

$18.62 billion over the last 5 years and the real GDP growth that accompanied with those results

have blinded the government from taking precautionary measures and assessing the mismatched
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maturity of the loan structures (Chang et. al, 736-737). Thus, Chang concludes that, as private

firms had undergone a perpetual cycle of satisfying debt-servicing charges with more short-term

debt, the Korean economy has lost credit credibility by the time firms exhausted much of its capital

in 1998 (Chang et. Al, 737).

3 Downfall of Korea’s Credit-Rating

The excessive borrowing of capital from the international market, which was permissible under the

liberalized financial market, exposed the vulnerability of the Korean economy. In order to raise

more capital of production for its conglomerates, the government aimed to ameliorate the nation’s

poor credit-rating by liberalizing its financial market (Chang et al., 738). Chang states that the

influx of capital rose from $78.4 billion dollars in 1990 to more than $600 billion dollars by 1995,

putting pressure on the domestic firms to enlarge and raise as much assets as possible (Chang et

al., 738). Explaining the consequences of this policy, Kwon claims that this mounting pressure

of debt has motivated the government to artificially appreciate the currency’s value to generate

more revenue when its products were exported (Kwon, 340). Thus, liberalized financial market

accompanied by a high appreciated currency was a strategy to optimize export revenue (Kwon,

340).

However, as debt accumulated due to the firm’s ability to unconditionally borrow capital without

stringent government review, many Korean conglomerates were left insolvent, pulling down Korea’s

Standard and Poor’s credit rating from an A+ to A- whereas the US treasury bill, for example,

would receive an A+++ (Kwon, 351). Attesting to Kwon’s observations of the decrease in Korea’s

credit-rating, Adelman and Nak both claim that this change had an unintended repercussion of

the financial liberalization which has spurred the downfall of the Korean economy. Agreeing with

Adelman and Nak’s proposition, Amess and Demetriades also add that Moody’s credit rating of

Korea has likewise simultaneously dropped from A1 to A3 in 1997 (Amess & Demetriades, 226).

Compiling all these statistical information together, Adelman and her colleague Nak make sense of

these plunges in credit-rating as a pivotal event in casting a sense of insecurity in the international
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market, making foreign investors withdraw money and create a net outflow of $978 billion dollars by

November 1997 (Adelman & Nak, 2). Such drastic withdrawal of capital, Adelman states, was also

made possible due to the liberalization of the financial market as the government no longer imposed

strict regulation in cross-border financial activities. This made the Korean won uncompetitive by

depreciating its value from 87 in 1994 to 140 against the dollar (Adelman & Nak, 3). The price of

Korean exports dropped as well as the firms’ revenue and eventually, many firms were left bankrupt

and requested a bailout from the government (Adelman & Nak, 3). Therefore, Adelman and Naks

concur with Amess and Demetriades on the proposition that financial liberalization has exposed

the fragility of Korea’s economy to the international investors and let them withdraw the capital

which they have initially invested.

3.1 Chaebol’s Overdependence on the Government

Though financial liberalization had provided the opportunities for exploitation of investment to

take place, the conglomerate’s overdependence of the government encouraged the excessive deficit

and adoption of a poor investment strategy which led to the downfall of the Korean economy. The

emergence of the chaebols has been a plan to gear the country into adopting a more export-oriented

structure. Hence, in order to protect these exporting firms, the government cast numerous safety

nets and set high barriers to entry as a mean to reduce competition (Powers, 106). Therefore, the

proliferation of the chaebols are the repercussions of the highly regulated industrial market (Kim).

Continuing onto Kwon’s discussion on the origins of chaebol, Powers contends that the government’s

protection of the chaebols has spawned a culture of dependency. One of the most prevailing views

about the chaebols was that they were considered to be the pillars of the Korean economy and that

they were “too big to fail” forced the government to regard the chaebols with much respect (Powers,

106). This prevalent Moral-Hazard “too big to fail” argument paved way for a pathological corporate

governance, rendering the assumption that chaebols as fragile as they must be protected at all cost.

Kwon reaffirms Powers’s observation by claiming that as part of the financial liberalization process,

the Korean government imposed the “Foreign Capital Inducement Promotion Act” and “Law for

Payment Guarantee of Foreign Borrowing” which ensured the eradication of foreign investment tax
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on domestic firms and provided almost unconditional agreement to bailout the chaebols in times of

bankruptcy (Kwon, 357).

Though Kwon emphasizes the accumulation of debt as the primary factor in the demise of the

Korea economy, Yoo, Moon and to some extent Powers recognize that the primary factor which gave

blind courage to the conglomerates to raise their debt-to-equity ratio to 338% was not merely due to

the liberalization of financial market but also chaebol’s bold over-reliance on government protection

(Yoo & Moon 266). The government’s approval to allow electronic manufacturer Samsung enter the

highly-protected automobile industry in 1992 was one example of many risky ventures (Amess &

Demetriades, 215). Chang also cites two examples that exposes the absurdity of the risky ventures:

Hanbo entered the steel industry while the car manufacturing company Kia was granted permission

to prospect mining sites around Korea in 1993. Hanbo, Samsung and Kia went bankrupt in 1998

(Chang, et al. 742), proving that much of its investments turned out to be too expansive and

inefficient to compete against. Therefore, the faade of government protection has encouraged the

increase in risky debt capital, which in turn imploded the nation’s current account in 1998 (Yoo &

Moon, 267).

3.2 Chaebols’s Flawed Investment Strategy

As chaebols worked under the impression that the government would always protect them, their

investment strategies remained flawed and risky. Noland has championed the argument that the

chaebols’s primary goal to expand their business rather than maximizing profit, which placed busi-

nesses at a low profitability ratio of 2.8%, led them to bankruptcy and eventually the economic

collapse of the country (Noland, 500). Powers evidences Noland’s claim by discussing that chaebols

blindly merged with many unrelated small-medium enterprises (SME) to diversify their investment

portfolios (Powers, 112). The Halla Shipbuilding company for example owned clothing produc-

tions and pharmaceutical firms while Samsung electronics owned car manufacturing and insurance

companies (Powers, 112). Though these vertical integrations may have contributed to minimizing

transaction costs, Chang and his team clarify that the management of this wide array of firms is

often ineffective (Chang et al., 743). Yoo, who is also part of KBEA but represents the financial
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market side, likewise agrees with Chang’s claim on chaebols’ ineffective business strategy by assert-

ing that outsourcing resources and components from other small-medium sized enterprise is less

risky and more efficient (Yoo, 339). Therefore, the need to diversify their portfolios at the expense

of minimizing profit dividend and pile up their debt displays signs of ostentatious ambitions (Yoo,

340). Both the financial department and the industrial department of KBEA) attribute the flaw in

investment strategy as the main factor in the Korean financial crisis.

The chaebols’ ambitions not only to diversify their investment but also to radically expand

their homogenous businesses and increase their market share had placed the Korean economy at

risk by 1998. The chemical and heavy industries have comprised many of the industrial sectors

that the government had chosen to develop in 1960 (Chang et al., 735). These securities assets

are homogenous and often brought back low returns (Change et al., 736). Yoo, Park and Chang

claim that the supply of these export goods increased with the absence of any increased demand

in the international market (Yoo et al., 265). Powers notices that the repercussion of having

increased production with no increase in real demand was the decrease in export-revenue by a stiff

45% margin by the end of 1998 (Powers, 112). Therefore, Noland wraps up the discussion on the

causes of Korean economy downturn in 1998 by noting that though financial liberalization had

exposed the opportunities with which private firms can exploit the financial market, it was the

actual mismanagement of these debt capitals that deprived the nation of its financial capital and

credibility (Noland, 506). As chaebols had already expanded so much of their market exposure in

the domestic market, the six chaebol bankruptcy by November 1997 has caused a negative rippling

effect upon the economy greatly (Noland, 507).

4 Conclusion

The liberalization of the financial sectors, the mismanagement and the overconfidence of the chae-

bols have respectively played a significant role in bringing about the Korean financial crisis in 1998.

This case study brings a range of sources dangers of hastily bringing about the liberalization of the

economy which the western world or any other capitalist nation presume it to be as the most effi-
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cient. One group of sources contend that President Kim’s decision to liberalize the financial market

and dismantle the managed economic system 10 years earlier to its intended date of implementation

has brought about unforeseen consequences. Hastening the process raised unemployment rates, par-

alyzed the market structure and deteriorated the real GDP growth. While the other set of sources

discusses the actual corporate malfeasance as the primary causal factor in Korea’s financial crisis.

Therefore, the financial crisis of 1998 demonstrates an example where hasty implementation of a

new financial system could ultimately bring down a country’s economy if the nation is unprepared

to embrace the change.
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Abstract

This paper expands on the body of literature relating spiritual or religious beliefs to eco-

nomic outcomes. It focuses on a hypothetical mechanism whereby cultural values are produced

by religious beliefs and these cultural values, in turn, produce economic outcomes. World Val-

ues Survey data is leveraged to provide evidence for this mechanism using the proportion of a

countrys population that believes in heaven or hell and a measure of the countrys work ethic.

1 Introduction

McCleary and Barro’s 2006 paper conducted a survey of quantitative treatments of religiosity and

economic outcomes. They systematically looked at religiosity as a dependent and independent

variable, determinants of various religious beliefs and participation, and how beliefs and attendance

impact economic performance. When looking at economic growth, they find robust support for

the impact of belief in hell, monthly attendance, and shares of various religions in a country on

economic growth, namely a positive effect on belief in hell and a negative effect on attendance,

though they emphasize that the relation of beliefs to attendance is important (McCleary & Barro,

2006, pp. 67-68). McCleary and Barro suggest that this supports a Weberian view of religion and

economics; that is, religion produces beliefs in individuals that impact their attitudes and values

which, in turn, impact economic outcomes (Religion and Economy, 2006, p. 68).
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Taking this analysis further, McCleary and Barro try to determine the drivers of specific atti-

tudes or traits by examining how work ethic, honesty, and thrift are impacted by a belief in hell,

heaven, or an afterlife where all variables are expressed as a proportion of the population. They find

the strongest result for work ethic regressed on belief in hell, reported in Equation 1 with standard

errors in parentheses (McCleary & Barro, 2006, p. 70).

They find slightly weaker results when other beliefs are substituted in or when a different cultural

trait is looked at. The positive and statistically significant (at the 5% level) coefficient on belief in

hell indicates that an increased proportion of the population that believes in hell drives, or is at

least correlated with, an increased proportion of the population that thinks hard work is important

to teach children, a proxy for work ethic. McCleary and Barro interpret this as evidence for Webers

suggestion that religion, working through beliefs, impacts work ethic (Religion and Economy, 2006,

pp. 70-71). This can, intuitively, impact economic outcomes.

Taking a step back from their results, I found it curious that only belief in hell was worth

including in the model. A belief in an afterlife, generally, can mean many different things, including

belief in heaven and hell, just one of the two, or some other notion of what happens when one passes

that cannot be readily surveyed. The fact that this variable was not indicative is not surprising as

it is too high-level and vague to capture any meaningful, specific belief. On the other hand, specific

beliefs in hell or heaven are related, but neither perfectly correlated nor mutually exclusive. That

is, someone can believe in heaven and not hell, hell and not heaven, both, or neither. Since hell is

generally seen as a punishment while heaven is seen as a reward, I would expect people to respond

based on their perception of both incentives and not just one of them.

McCleary and Barro also leave open the question of whether work ethic, especially the portion

of work ethic attributable to beliefs, impact economic outcomes (Religion and Economy, 2006).
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This intuitive importance of the combination of belief in hell and belief in heaven as a de-

terminant of work ethic can be confirmed through analysis of World Values Survey data. The

same analyses also suggest a different direction for the effect of belief in hell than McCleary and

Barro found. I find support for the hypothesis that work ethic, specifically the portion due to an

individuals beliefs in heaven and hell, determines economic growth.

2 Review of Cultural Explanations for Economic Outcomes

Cultural explanations for economic outcomes date all the way back to Adam Smith and John Stuart

Mill, who considered cultural explanations to sometimes be stronger than those based on individual

rationality (Guiso, Sapienza, & Zingales, Does Culture Affect Economic Outcomes?, 2006, p. 26).

Wesley, the founder of the Methodist Church, demonstrated this perspective by urging congregants

to accrue wealth, save, and give (McCleary & Barro, 2006, p. 51).

Other economists saw problems with this direction of causality. Namely, Marx suggested that the

means of production influences the social and political structure of a society, in a word, its culture

(Guiso, Sapienza, & Zingales, Does Culture Affect Economic Outcomes?, 2006, p. 26). Some,

like Marx, argue that humans, through the way they organize, create religion (Guiso, Sapienza, &

Zingales, People’s opium? Religion and economic attitudes, 2003, p. 230). This explanation implies

that religion conforms to the cultural context it is given and does not play a role in its creation.

Given this view, religious explanations, or even cultural explanations, for economic outcomes are

rooted in the fundamental organization of society, which already directly influences economics

outcomes.

The basis for todays work on culture and economics, though, is Max Webers seminal work, The

Protestant Ethic and the Spirit of Capitalism. Webers core thesis is the Protestant Reformation laid

the groundwork for the rise of capitalism in Europe, meaning that religion lead directly to economic

outcomes. A key teaching during the Protestant Reformation was that the accumulation of wealth

was a respectable duty imposed on all followers (Guiso, Sapienza, & Zingales, Does Culture Affect

Economic Outcomes?, 2006, p. 26). When a sufficient portion of the population holds this view, it
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has the power to legitimize a change in economic order (Pryor, 2005, p. 451). Eisenstadt gave this

phenomenon the term “transformative potential” to describe the capacity of religions to legitimize

new institutions or activities (Guiso, Sapienza, & Zingales, People’s opium? Religion and economic

attitudes, 2003, p. 229).

For quantitative analyses of cultural explanations for economic outcomes, a theorized mechanism

is needed. Religion can produce some type of good, like religious beliefs. Alternatively, religion can

have a network effect. That is, formal services or other organized events connect religious followers,

and these connections lead to economic growth or other outcomes. For Weber, religion produces

beliefs. These beliefs, including work ethic, trust, and thriftiness, are what matter in determining

economic outcomes (McCleary & Barro, 2006, p. 51).

Following Weber, though, economists largely ignored cultural explanation for economic out-

comes, especially religious explanations (Noland, 2005, p. 1216). As institutional analyses started

to grow in the late twentieth century, culture received more attention (Guiso, Sapienza, & Zin-

gales, Does Culture Affect Economic Outcomes?, 2006, p. 28). Landes, specifically, stresses the

mechanism where culture influences beliefs and values, which influence economic outcomes (The

Wealthy and Poverty of Nations, 1999). Values like hard work, tenacity, and honesty were linked to

economic development. These cultural traits are notable in that fit well in a Weberian framework,

a fact which Landes acknowledges (Landes, 1999, p. 516). McCleary and Barro analyze religiosity

and economic growth and conclude that a combination of religiosity (beliefs relative to participa-

tion) and religious types (denominations) are important for explaining economic growth (Religion

and Economy, 2006, p. 69).

This intellectual tradition of cultural explanations, focusing on cultural values, for economic

outcomes has specific examples in the literature. Trust is a popular variable to examine, likely due

in part to its easy connection to economic outcomes. Trust is a substitute for complete contracts.

If two parties to an arrangement can trust the other to act in good faith, a complete contract is

not needed. This lowers the cost of transactions and encourages the proliferation of economically

beneficial arrangements. Guiso, Sapienza and Zingales find specific evidence of religions impact on

trust; being raised religious increases a constructed trust index by 2% while regularly attending
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service raises it by 20% (Does Culture Affect Economic Outcomes?, 2006, p. 30). In turn, several

studies have found trust to be an important explanatory variable for economic growth (Knack

& Keefer, Does Social Capital Have an Economic Payoff? A Cross-Country Investigation, 1997;

Knack, Trust, associational life, and economic performance, 2001; Zak & Knack, 2001).

Another common cultural value that is studied is thriftiness. The hypothesized mechanism by

which thriftiness impacts economic outcomes is through individual saving, which impacts investment

and thus growth. Guiso, Sapienza and Zingales find a link between thriftiness as a cultural value

and the national savings rate; a 10% increase in the proportion of the population that thinks

thriftiness is an important value to teach children is related to a 1.3% increase in the national

savings rate (Does Culture Affect Economic Outcomes?, 2006, p. 38). More importantly, they find

evidence to suggest that the explanatory power of this cultural value is comparable to that of the

life-cycle model. Relevant to the Weberian hypothesis, Guiso, Sapienza, and Zingales ascribe the

cultural value of thriftiness to religion. They found significant, positive coefficients on Catholicism

and Protestantism related to the likelihood of teaching thriftiness as an important value to children

(Guiso, Sapienza, & Zingales, Does Culture Affect Economic Outcomes?, 2006, p. 38).

While thrift and trust have been studied extensively, work ethic has been looked at in less

depth. Formerly, Protestant Work Ethic could be defined as “a dispositional variable characterized

by a belief in the importance of hard work, rationality, and frugality which acts as a defense against

sloth, sensuality, and religious doubt” (McMurray & Scott, 2013, p. 656). Today, a more generalized

conception that severs the religious undertones can be used to define work ethic. When looking at

worth ethic, literature has noted that the GNP of an individuals country of birth strongly indicates

their work ethic, even after residing in another country for some time (McMurray & Scott, 2013, pp.

661-662). This could underscore a tie between economic performance and work values, but I find it

more likely given the literature discussed above that GNP in an individuals birth country is a proxy

for the culture the individual was socialized in and thus subscribes to. That is, there is a cultural

explanation for the variation in work ethic across individuals. Examinations of a specific work ethic

construct, Islamic Work Ethic (IWE), have found a positive relationship on the individual level

between IWE and organizational commitment (Ali & Al-Owaihan, 2008, p. 15). This intuitively
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connects to economic outcomes, though an empirical link is not available. McCleary and Barro

provide the strongest support that religious beliefs impact work ethic as a cultural value, but they

do not tie this cultural value to economic outcomes (Religion and Economy, 2006, p. 70).

Yet other studies have criticized the tie between religion, work ethic as a cultural value, and

economic outcomes. Blum and Dudley analyze Webers work and conclude that the work ethic

taught by the Protestant Reformation was not responsible for the rise of capitalism. Instead, they

argue for the importance of information networks that were enabled and spread by the Protestant

Reformation (Religion and economic growth: was Weber right?, 2001, pp. 210, 229).

While the specifics may be unclear, the history of cultural explanations for economic outcomes is

complemented by studies that conclude that religion or cultural explanations matter. Noland finds

that the hypothesis that religious affiliation is uncorrelated with economic performance can often

be rejected, although he does not find a clear result for any particular denomination driving this

(Noland, 2005). Guiso, Sapienza, and Zingales, after a review of the literature, conclude that, on

average, religion has a positive effect on the development of attitudes conducive to economic growth

(People’s opium? Religion and economic attitudes, 2003). Again, they find inconsistent evidence as

to any denomination behind this relationship. On the question of whether religion drives economic

performance, Weber may have been correct.

3 Hypothesized Mechanism

The reason studies find support for cultural, specifically religious, explanations of economic out-

comes but not for any denominational effects may have to do with a misunderstanding of the

mechanism by which religion affects economic growth. Following Weber, I argue that the chain of

causality can be summarized as in Figure 1.
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Figure 1 - Theoretical Mechanism

When studies look at religious denominations, they are skipping one or both of the intermediate

steps by which religion impacts economic outcomes. There may also be more clear results if the

definition of religion is expanded. In the United States, 18% of the population identifies as spiritual

but not religious (Pew Research Center, 2012). That is, they do not identify with an established

religious tradition or institution, but they may still believe in God, believe in an afterlife, and hold

what have traditionally been thought of as religious beliefs. Scholars argue that religious institution

are in constant competition in todays society with non-religious institutions for the provision of

social, cultural, or welfare goods that used to be solely provided by religious institutions (Hirschle,

2013, p. 414). In this framework, individuals attend and practice religion less. However, there need

not be an immediate or long-term effect on religious beliefs (Hirschle, 2013, p. 421).

Given this perspective, I find it more valuable to look at spiritual beliefs. This raises the

question of how these beliefs are produced as a Weberian argument, where religion produces beliefs,

is unsubstantial. There may, in fact, be multiple pathways that produce spiritual beliefs, including

casual interactions with established denominations or the way one is brought up, even if that never

involved formal religious participation. Spiritual beliefs are beliefs in the supernatural that need

not be related to any denomination; they include a belief in hell, heaven, or any other notion of an

afterlife.

The theoretical connection between spiritual beliefs and cultural values is given by Azzi and

Ehrenberg (Household Allocation of Time and Church Attendance, 1975). Azzi and Ehrenberg

describe a rational choice model in which households maximize their utility between their time on

129



earth and their time after. In such a framework, seemingly irrational attitudes can be taken as per-

fectly rational. Consider the hypothetical case where an individual is told by a religious institution

they have to take a mission trip, from which they derive no value, and pay the opportunity cost of

schooling or lost wages that time represents. If the individual has no spiritual beliefs, they would

never go on the mission trip. However, if the individual has beliefs that indicate a mission trip

must be conducted for entrance into a good eternal state after death, then it becomes rational to

undertake the mission trip as the opportunity cost is likely less than the benefit of a good eternal

state. If the mission trip in this example is thought of as service, frugality, or hard work, then the

connection, underpinned by rational choice, between spiritual beliefs and cultural attitudes becomes

more apparent.

The connection between cultural values and economic outcomes is intuitive. Good cultural

values, like thriftiness or hard work, when aggregated lead to observable economic outcomes like

saving or productivity, respectively.

My data analysis focuses on the connection between spiritual beliefs and work ethic as a cultural

value and the connection between work ethic as a cultural value and economic growth, tying both

links in the chain to the entire mechanism whereby spiritual beliefs affect economic growth through

work ethic.

4 Data Analysis

4.1 Data Sources

McCleary and Barro, for the regression presented in Equation 1, utilize the 1994-1999 and 1999-

2004 waves of the World Values Survey. I began my analysis by trying to replicate their result, but

on a wider range of data. My work used all waves of the World Values Survey readily available at

the time of this analysis. These waves covered 1981-1984, 1989-1993, 1994-1999, 1999-2004, and

2005-2007. The data for this last wave was the first half of all the data that is now available for

2005-2009, meaning that the dataset for this time period is smaller than for other waves.

The World Values Survey samples representative samples from many countries worldwide. A
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qualitative analysis of the surveys indicates that most responses were collected in the second year

of the wave, though some responses may be from any time period within the years the wave covers.

The dataset I used had 257,597 individual responses covering 1079 variables.

I looked at three major variables: belief in hell, belief in heaven, and a variable meant to reflect

work ethic. Belief in hell was coded to be 1 if the respondent believed in hell and 0 otherwise. Belief

in heaven was coded to be 1 if the respondent believed in heaven and 0 otherwise. Respondents

who gave “dont know,” “no answer,” or “not applicable” to either of these survey questions were

dropped from the analysis, as were those missing answers for these two variables. I then determined

which individuals believed in heaven and not hell and coded a new variable as 1 if this was true. If

this variable was 1, then belief in heaven was coded 0 for that observation to avoid double counting

individuals.

To proxy work ethic in a country, I followed the lead of McCleary and Barro (Religion and

Economy, 2006). Respondents were given a list of qualities that children can be encouraged to

learn at home and asked, “Which, if any, do you consider to be especially important? Please choose

up to five.” One of these qualities was “hard work.” If a respondent considered hard work to be a

top five trait, out of 12 traits provided, the response was coded 1. If the respondent answered the

question but did not select hard work as a top 5 trait, the response was coded 0. Henceforth, this

will be referred to as work ethic, following the approach of McCleary and Barro in accepting this as

a good proxy of an underlying cultural value (Religion and Economy, 2006, p. 70). As before, all

other observations were dropped. After validating the data for meaningful answers to the questions

of interest, I was left with 140,908 observations across 67 countries.

McCleary and Barro make their dataset available from Robert Barros website (Barro, 2003).

This dataset was used primarily to determine which countries are or formerly were Communist.

Any country that was Communist for a period since 1925 was marked as ex-communist for my

analysis. Economic variables at the country level were acquired from The World Banks “World

Development Indicators” database. GDP per capita data was gathered for the first two years of

each wave, averaged together, and then logged for use in analysis. GDP per capita growth, as

a percentage of constant 2005 US dollars (or real GDP per capita growth), was gathered for a
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span of three years, starting with the last year of each survey wave, and averaged together. The

intent was that this would be somewhat lagged from the bulk of the survey data, reducing concerns

about endogeneity. Fertility data and gross capital formation data was also gathered from the same

database for the first year of each survey wave. Life expectancy at birth was collected in the same

way and inverted for use in my analysis, per McCleary and Barro (Religion and Economy, 2006).

4.2 Combinations of Beliefs and Work Ethic on the Individual Level

I began by looking at the data on the individual response level. I used a logistic regression with

the work ethic indicator as the dependent variable. The results are reported in Equation 2.

Equation 2 indicates, with the significant coefficients on beliefs, that both belief in hell and

belief in heaven, separately, are important in determining an individuals likelihood of holding work

ethic as an important value. Since this is a logistic regression, the coefficients are additive and

can be interpreted as log odds. This means that they can be converted to probabilities with a

simple transformation. These probabilities describe the portion of the dataset that thinks work

ethic is important, conditioned on each of the four combinations of beliefs. These proportions are

summarized in Table 1 along with the proportion of the dataset that holds that combinations of

beliefs.
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Table 1 - Combinations of beliefs and probability work ethic is important

Combination of beliefs Probability of thinking

work ethic is impor-

tant

Proportion of dataset

with combination of

beliefs (rounded to

nearest integer)

Only hell 0.6581 <1%

Only heaven 0.4439 12%

Heaven and hell 0.5623 58%

Neither heaven nor hell 0.5447 29%

One observation from Table 1 is that there are very few, less than 1000 people in my sample,

that believe in hell and not heaven. This is as small as to be treated as 0. That is, the beliefs

and resulting values of this population likely have no bearing on macroeconomic outcomes and are

generally too small, when spread across countries and time, to yield useful insights. The key insight

of Table 1, though, is a nontrivial proportion of people believe only in heaven. This group is worth

noting because they have radically different views on work ethic than other combinations of beliefs.

There is little difference in the importance of work ethic between those that believe in heaven and

hell and those that believe in neither while there is a precipitous drop from about 55% to about

44% in the proportion of people who think work ethic is important among the population that

believes only in heaven.

This phenomenon makes sense when viewed through a rational choice framework. If individuals

make choices that maximize their utility on earth and after earth, then those that believe they

already have maximized their after-life utility, that is they think the only place to go is heaven,

turn to maximizing their utility on earth. This likely involves less hard work than an individual who

thinks hard work, while it may take away from utility in the present, will improve their chances of

going to heaven. The flaw with this explanation is that it does not explain the slightly lower work

ethic among those that believe in neither heaven nor hell. However, if we take this non-belief to

suggest they are neither religious nor spiritual, then it may make sense for this group to work hard

on earth. Work generally allows for consumption. If an individual is not spiritual or religious, it is
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possible they may value consumption more than an individual who is, since religion can teach and

incentive moderation. In order to obtain this consumption, they need to be productive and work.

However, this discussion concerns itself with the sources of beliefs, a topic beyond this paper.

Given the insights of my logistic regression, I did not find it unimaginable that variables for

specific combinations of beliefs could be more useful in explaining work ethic as a cultural value

than just belief in hell.

4.3 Mimicking McCleary and Barro

Putting this insight about the combination of beliefs aside for a moment, I was interested in whether

the results McCleary and Barro arrived at for the association between belief in hell and work ethic

could be repeated on a larger dataset. I followed their approach in aggregating the proportion of

respondents that held a certain belief or felt work ethic was important and grouping the results by

country and then by survey wave. I then ran a regression of work ethic on the same explanatory

variables they used, though over more survey years. The result is presented in model 1 in Table 2.
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Table 2 Work ethic modeled by various beliefs

Reflecting Mc-

Cleary and

Barro (2006, 70)

Adding in belief

in only heaven

Adding in survey

waves as fixed ef-

fects

Removal of ex-

communist

belief in hell -0.0587 -0.1358 -0.1873 -0.1917

(0.0842) (0.0828) (0.0875)** (0.0843)**

belief in only

heaven

-0.6695 -0.6422 -0.6559

(0.1874)*** (0.1899)*** (0.1759)***

ex-communist 0.0649 0.0098 0.0085

(0.0430) (0.0436) (0.0428)

log of GDP per

capita

-0.0989 -0.0909 -0.0889 -0.08936

(0.0163)*** (0.0156)*** (0.0153)*** (0.0151)***

wave 1989-1993 0.2331 0.2343

(0.0870)*** (0.0864)***

wave 1994-1999 0.1991 0.1992

(0.0748)*** (0.0744)***

wave 1999-2004 0.2498 0.2495

(0.0804)*** (0.0800)***

wave 2005-2007 0.2170 0.2151

(0.1110)***

constant 1.3635 1.4382 1.2397 1.2504

(0.1684)*** (0.1610)*** (0.01744)*** (0.1649)***

R2 0.3298 0.4025 0.4577 0.4575

Adjusted R2 0.3109 0.3797 0.4148 0.4203

* indicates significance at 10% level; ** significant at 5%; *** significant at 1% Omitted wave is

1981-1984. All numbers are rounded to four decimal places. All had 110 observations. Observations are at
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the country level. Work ethic is proportion of population that thinks hard work is an important value to

teach children. Beliefs are as percentage of a countrys population.

Model 1 in Table 2 presents a favorable adjusted R2 and the model is significant at the 1%

level. However, my results disagree with McCleary and Barros displayed in Equation 1. The reason

for these substantially different results could be numerous. It is possible that McCleary and Barro

used other control variables that I did not or they coded variables in a slightly different way. For

example, my coefficient on ex-communist reaches fairly far back. So if a country had a communist

regime in 1925, the indicator would still be true decades later. I might have also used a different

temporal relationship between the survey waves and the GDP per capita data than McCleary and

Barro. However, I have general confidence in my model specification because the coefficient on

GDP per capita is nearly the same as McCleary and Barros: -0.0989 versus -0.091.

The most important disagreement is in the direction, and significance, of the coefficient on belief

in hell. My results suggest that there is no discernible effect of the proportion of the population

in a country that believes in hell and the proportion of the country that holds work ethic as an

important cultural value. This fails to support the theoretical mechanism outlined above. However,

the coefficient is insignificant and thus I find no need for further explanation as to its sign.

4.4 Impact of Combination of Beliefs on Work Ethic

My initial attempt to find support for the mechanism I outlined above should be viewed in the

context of my findings about the importance of combinations of beliefs. That is, it is possible that

the above specification for the model of afterlife beliefs impacting work ethic omits the beliefs, or

combination of beliefs, that actually matter. Referring to Table 1, there are very few people that

believe only in hell and not in heaven. Given the similarity, when considering work ethic, between

those that believe in heaven and hell and those who believe in neither heaven nor hell, it is not

surprising that the inclusion of just one belief yields insignificant results. Given my above findings,

adding in a term for the proportion of the population that believes only in heaven though small

should have a significant effect in determining the proportion of people that hold work ethic as an

important cultural value. The results of this are given by model 2 in Table 2.
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The results of this addition of a variable to capture those that believe only in heaven, and who

I showed have radically different feelings about worth ethic, has the significant effect I expected. In

model 2, any significance on the belief in hell term disappears while the belief only in heaven term

becomes significant at the less than 1% level. The R2 is satisfactory for a model built on vague

concepts like beliefs and values, which undoubtedly result in measurement error when attempted

to be quantified in a survey across languages and cultural histories. The specific interpretation of

these results is that the proportion of the population that holds work ethic as an important variable

decreases by about 0.67% for every 1% increase in the proportion of the population that believes

only in heaven.

Once again, the sign on belief in hell is negative, opposite the results of McCleary and Barro.

However, I ignore that result for now as it is insignificant at any reasonable level of significance.

Model 2 of Table 2, through only two terms, captures the full range of opinions on an afterlife

available in the World Values Survey. Since everyone that believes in hell believes in heaven with

all but a few exceptions, the term for belief in hell generally captures all those that believe there is

an afterlife described by a heaven or hell idea. However, since not everyone that believes in heaven

believes in hell, this model also captures that subset of people. The results can be thought of as

relative to a country of complete nonbelievers (when both the belief in hell and the belief only in

heaven terms would be 0).

I wish to test the robustness of these results. This can be done by adding in dummies for the

survey waves. The possible effects that these dummies control for are numerous. For one, though

the same question was used in each wave, the accuracy of its translation between years may have

differed, as might have the methodology for administering the survey. Alternatively, adding in

fixed effects can capture temporal swings between periods that are otherwise hidden, like global

economic outlook or the impact of recent scandals on various religions or individuals beliefs. The

results of this are reported in model 3 in Table 2, with the coefficients on the survey wave dummies

relative to the 1981-1984 wave. The first question when analyzing the results in model 3 of Table

2 is if dummies for the survey waves are needed. The result is clear that they are; the adjusted R2

increased from 0.3797 to 0.4148 with the addition of the fixed effects while the coefficients on the
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dummies are significant at the 1% level, except in the case of 2005-2007 where the significance of

the coefficient is hampered by the smaller sample available from that wave.

The second observation from model 3 in Table 2 is that the term for belief in only heaven is still

significant and barely changes. This gives me confidence that my findings around the significance

of belief in only heaven on work ethic are robust.

However, this regression also presents an intriguing result that I previously ignored: the sign of

the coefficient on belief in hell is negative, and in model 3 it is significant at the 5% level. McCleary

and Barro arrive at a positive coefficient and my analysis up until this point suggests that this

should have a positive coefficient as well. One explanation is that this is an endogeneity problem.

In order to make this argument, one has to believe that work ethic can influence beliefs. This is not

unimaginable as it exhibits a desire of individuals to believe in a way consistent with their actions.

If someone works very hard, he might reflect on this and decide he needs a reason or explanation

for working very hard. If he formerly believed in hell, he may be less likely to believe in hell, or at

least less likely to believe he might be going to hell, once he or recognizes how hard he is working.

He thus might be properly classified as believing only in heaven after this reflection, but retains a

token belief in hell that is reported in the World Values Survey. This endogeneity problem does

not have any clear solution as no instruments are readily available to instrument for belief in hell.

In addition, I think individuals are less likely to change the core beliefs they might have grown

up with than change their actions to be in line with their beliefs. Literature supports this by

suggesting that individuals do not become more or less religious as they grow wealthier, but they

just come to relate to religious needs in a different way (Hirschle, 2013, p. 421). If this is the

case, a better explanation of this negative coefficient might be a view of these results as relative

to nonbelievers. This interpretation says that as people work harder, they come to find meaning

in their work and perhaps less in the incentive of hell or heaven as a stick or a carrot. This does

not harmonize with my earlier findings about combinations of beliefs and views of work ethic on

an individual level. I take solace in the fact that the significant coefficient on belief in hell is not a

robust result, appearing in only two of the models in Table 2.

I also note from models 1, 2, and 3 in Table 2 that the coefficient on the ex-communist indicator
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is insignificant. I remove it to see if the adjusted R2 increases from this better-specified model. The

result is presented as model 4.

Removal of the non-significant term for ex-communist country improved the adjusted R2. Other

conclusions remain the same, with a similar and significant coefficient on the proportion of the

population that believes only in heaven and the proportion of the population that believes in hell.

This latter result still lacks a clear interpretation.

Model 4 is the most powerful model I present in Table 2 for linking beliefs in heaven and hell

to the cultural value of work ethic. With an R2 of 0.4575 and an adjusted R2 of 0.4203, the model

is strong in explaining work ethic as a cultural value. An increase of 1% in the proportion of

the population that believes only in heaven corresponds to a decrease of 0.656% in the proportion

of the population that holds work ethic as an important value. Similarly, an increase of 1% in

the proportion of the population that believes in hell corresponds to a decrease of 0.192% in the

proportion of the population that feels work ethic is an important value. This significant latter

observation does not fit with the theories I put forward above for explaining how beliefs, especially

those in the afterlife, might impact work ethic. Intriguingly, it also is at odds with what is expected

given the logistic regression results in Equation 2.

My conclusion from this final model is that afterlife beliefs are related to the importance of

work ethic as a cultural value. I call into question the mechanism behind this relationship. I

theorized that if an individual believes in hell and heaven, he or she should be more likely to work

hard in an effort to earn a spot in heaven and avoid hell. However, my results suggest an increase

in spiritual beliefs about the afterlife relate to less of an emphasis on work ethic. One possible

explanation, not tested here, is that individuals are more concerned with salvation being related

to formal religious services and thus feel that hard work is less important while time spent in

religious contemplation or at religious services is more important. The direction of this causality

can also be flipped, introducing a problem of endogeneity, as individuals who work harder shift

their beliefs to line up with their actions, maintaining only a token belief in hell and being better

classified as believing only in heaven. This endogeneity cannot be readily instrumented. Barring

this endogeneity problem, my results suggest a link between beliefs and cultural values, specifically
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combinations of possible beliefs in an afterlife and work ethic.

4.5 Work Ethic and Economic Performance

After establishing a link, albeit of questionable theoretical explanation, between beliefs and work

ethic, I turn to the question of whether work ethic matters for economic outcomes. I focus specifi-

cally on economic growth in terms of per capita GDP.

Work ethic should impact economic growth. If work ethic is an important value for a culture,

that is more people think it is an important value to pass on to children, that culture will work

harder than one that does not share this value. That hard work will translate into productivity

which will translate into economic growth.

To begin with, I identified five outliers in economic growth and removed them from the dataset.

These outliers were three-year economic growth averages above 10.8% or below -5.1% and signifi-

cantly skewed my work when left in.

With this cleansed dataset, I added in additional variables using guidance from McCleary and

Barro (Religion and Economy, 2006, p. 67). They include variables such as the inverse of life

expectancy, years of school attainment, openness and trade growth, indicators for democracy, the

log of fertility, and the ratio of investment to GDP (McCleary & Barro, 2006, p. 66). Due to

constraints on what was available from the World Bank, I use the inverse of life expectancy, the

log of fertility, and the gross capital formation as a percent of GDP. I add in a variable for the

proportion of the population that thinks hard work is an important cultural value. Model 1 in

Table 3 presents the results.
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Table 3 Percentage growth in GDP per capita modeled by work ethic

Proportion of popula-

tion that thinks hard

work is important to

teach children used for

work ethic

Belief in hell and only

heaven used as instru-

ments for work ethic

work ethic 1.30613 0.2300

(1.3296) (5.041)*

log of GDP per capita -0.9894 -0.0782

(0.2605)*** (0.6007)

log of fertility -3.0684 -0.2863

(0.8359)*** (1.9347)

capital formation (in-

vestment)

-0.0494 -0.0311

(0.0399) (0.0491)

inverse of life ex-

pectancy at birth

-84.1969 -562.5000

(194.4104) (194.4104)

constant 15.4434 7.4717

(3.9782)*** (6.5002)

R2 0.327 (Not applicable)

Adjusted R2 0.2912 (Not applicable)

* indicates significance at 10% level; ** significant at 5%; *** significant at 1% All numbers are rounded

to four decimal places. Both models had 100 observations.

Model 1 in Table 3 is significant at the 1% level with a respectable R2, indicating its explanatory

power. The added term for hard work does not pick up a significant coefficient, though. This fails

to support the theorized link between cultural values and economic outcomes, particularly work

ethic and economic growth.
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There may be a problem with the simple model specified in model 1, though. The two-way

interaction between work ethic and economic growth is not hard to imagine. I explained how work

ethic might drive economic growth, but it is possible that economic growth influences work ethic.

As an economy grows, individual businesses see an increase in business. This increase in business

prompts employees to work harder to keep up until new employees can be hired, a process that

takes time. To remain consistent with their actions, employees might tend to think hard work is

an important cultural value. Alternatively, if a countrys growth is due to factors not dependent on

the labor force, like an increasing demand for a rare resource the country possesses, then economic

growth will be disconnected from hard work. Individuals may feel a lack of need to work hard,

thinking that the economy will grow regardless of their efforts. In terms of my regression, this

describes an endogeneity problem.

I try to address this endogeneity problem with instrumental variables, namely the beliefs in an

afterlife examined above. It is hard to make an argument for how beliefs might be influenced by

economic growth, though if beliefs come from attendance at religious services and attendance at

religious services declines due to economic growth as the secularization hypothesis suggests, there

might be a two-way interaction. This two-way interaction would take place over many years, though

probably decades. Different beliefs in an afterlife tend to be core to religions and thus the first thing

religious individuals are taught, usually when they are growing up. Thus, they are likely among the

last beliefs an individual would let go off as they drift away from religion. To imagine that these

beliefs are quickly changed on a mass scale due to an already slow decline in attendance due to

economic growth does not make sense, especially given that I look at economic growth data that

lags very closely behind the survey data.

The second interpretation of an instrumental variables approach in this context is that it cap-

tures the portion of work ethic as a cultural value that is attributable to afterlife beliefs. This

is an approach and interpretation that has precedence in literature (Guiso, Sapienza, & Zingales,

Does Culture Affect Economic Outcomes?, 2006, p. 35). The results of my instrumental variables

technique, using the proportion of the population that believes in hell and the proportion that

believes only in heaven as instruments, are given by model 2 in Table 3.

142



The results of the instrumental variable technique in model 2 of Table 3 are fairly strong, taking

away the significance of the coefficients on variables that are traditionally important in modeling

economic growth. This model suggests that the only significant coefficient for explaining economic

growth is the portion of work ethic that can be explained by beliefs in the afterlife. That is, an

increase of 1% in the proportion of the population that thinks work ethic is an important value

is attributable to a 0.0992 percentage point increase in GDP per capita growth. Since this was

instrumented for by spiritual beliefs in the afterlife, this result refers specifically to the portion of

work ethic attributable to such beliefs.

The diagnostics for the instrumental variables, presented in Table 4, suggest that I identified

a problem of endogeneity and approached it properly. The models above discuss how work ethic

can be modeled with afterlife beliefs; this is analogous to the weak instruments test in Table

4.The standard test statistic for the significance of an instrumental variables regression is the Wu-

Hausman statistic. A Wu-Hausman test has as its null hypothesis that the original estimator, here

the coefficient on work ethic in model 1 of Table 3, is consistent by comparing it to the output

of an instrumental variables technique. If the null hypothesis is rejected, there is evidence it is

inconsistent; said differently, there is evidence that an instrumental variables approach was needed.

Here, I reject the null hypothesis at the 10% level of significance. This is confirmed by a Wald Test.

Here, the null hypothesis is that the original variable, work ethic, is exogenous. I reject this at any

meaningful level of significance and conclude that an instrumental variables approach was valid.

Table 4 Instrumental Variables Diagnostics

Degrees of freedom 1 Degrees of freedom 2 Statistic P-value

Weak instruments 3 93 101.996 2 ∗ 10−16***

belief in only heaven 2 92 2.881 0.0611*

ex-communist 5 94 7.04 1.253 ∗ 10−5***

* indicates significance at 10% level; ** significant at 5%; *** significant at 1%

Given the strength of this result, it is important to check to see that the instruments are not

correlated with the error terms from model 1 in Table 3, a requirement of instruments. I regressed

the residuals from model 1 on the proportion of the population that believes in hell and only in
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heaven. The results are given by Equation 3.

Equation 3 Test of instruments by regressing residuals of non-instrumented growth

model on the instruments

The results in Equation 3 give some cause for concern in that the proportion of the population

that believes only in heaven has a significant coefficient at the 10% level. However, my instruments

explain only about 4% of the variation in the residuals from model 1 in Table 3. Further, the

regression model is not significant given a p-value of 0.1133; this test of model significance fails

to reject the null hypothesis that all of the non-constant coefficients in the regression are zero.

With this check of the instruments and the diagnostic tests discussed earlier, I conclude that the

instrumental variables approach is applicable in instrumenting work ethic when trying to model

economic growth.

With this validation of the instrumental variables technique, I return to the results of model 2

in Table 3. I am skeptical of this output given that the variables I used as controls have a vibrant

history of use in modeling economic growth. My model was also certainly underspecified and should

have included measures of educational achievement, democratic status, and openness. Regardless,

my results suggest that work ethic, as explained by beliefs, is influential in determining economic

growth.

4.6 Data Analysis Caveats

The above results are, ultimately, based on survey data. Any attempt to quantify abstract cultural

phenomena is going to be met with difficulties. A cross-country survey compounds these difficulties

by introducing problems of translation and understanding of religious or spiritual concepts. A
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specific concern is the Westernized concept of heaven and hell as good and bad locations a soul

ends up in for eternity. Eastern religions have concepts of an afterlife of sorts, but they may be

sufficiently far from the Western concept that the survey questions I use inconsistently measure

analogous beliefs.

I would also have liked to validate the above findings with results from similar World Values

Survey questions or other sources. There are questions in the World Values Survey that could be

used to validate the spiritual beliefs I considered and their impact on work ethic; for example, there

is a question that asks peoples perception of hard work leading to a better quality of life. Another

question asks if work is important in life. These same questions could also be used to validate the

connection between work ethic as a function of beliefs and economic outcomes. There may also be

other spiritual beliefs that relate to work ethic that can be pulled from the World Values Survey.

5 Conclusion

My hypothesized connection between spiritual beliefs and cultural values and between cultural

values and economic outcomes has evidence from World Values Survey data focusing on belief in

hell, belief only in heaven, and the importance of hard work as a quality to teach children.

Starting with an expansion on the work done by McCleary and Barro (Religion and Economy,

2006), I examined the importance of various afterlife beliefs in determining work ethic. I found

that combinations of beliefs, namely a belief in heaven and not hell, provide a better explanation

of work ethic on the country level. Specifically, a 1% increase in the proportion of the population

that believes in hell is related to a 0.19% decrease in the proportion of the population that thinks

work ethic is an important cultural value. For those that believe only in heaven, a 1% increase in

believers corresponds to a 0.66% decrease in the proportion of people that think work ethic is an

important cultural value.

I then turned my attention towards the connection between work ethics as a cultural value

and economic growth as an economic outcome. Looking directly at work ethic has endogeneity

problems, so I instrumented for it with belief in heaven and belief in hell per my earlier analysis.
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This captures work ethic as a function of beliefs when modeling economic growth. This approach

yielded a significant coefficient on work ethic that suggests a 1% increase in the proportion of

the population that holds work ethic as an important value drives a 0.099% increase in real GDP

per capita growth. Attempts to validate the instruments and the approach suggest that beliefs in

hell and only in heaven were sufficient instruments and an instrumental variables technique was

valuable.

The overarching result of this data analysis is support for the hypothesized mechanism that

beliefs influence cultural values which influence economic outcomes. This mechanism means that

beliefs influence economic outcomes, potentially in a very substantial way.

To relate my results to existing research and hypotheses, I find evidence for a somewhat Weberian

view of economic outcomes. I say somewhat because the source of spiritual beliefs, like those in

different versions of an afterlife, is not analyzed in my work. Rather, my analysis suggests that

more time and attention should be put into looking at specific spiritual beliefs, their relation to

each other, and how they impact cultural values. Further work should be done on various cultural

values and how they impact economic outcomes, though some literature on this exists for cultural

values like trust or thrift. Attempting to look at how religious denominations relate directly to

economic performance is putting the cart before the horse.
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Abstract

This paper attempts to understand the impact that improved access to microfinance ser-

vices has on health decisions for low-income communities in developing countries. Using data

from a randomized trial in 104 slums of Hyderabad, India, regression-based investigation found

no evidence that health decisions changed significantly for households in the communities after

15-18 months of improved access to microcredit. Specifically, there were no statistically signif-

icant differences between the treatment and control groups in the probability that a household

purified their water or had health insurance of any kind. There was a statistically significant

increase in the probability that a household uses a latrine in the treatment group, but the effect

was quite small. Collectively, it appears that access to microfinance has little impact on health

behaviors for members of low-income communities.

1 Introduction

Microfinance, here defined as small-scale lending typically provided to low-income women in de-

veloping countries, has gained enormous public popularity in the past decade as a potential tool

development tool. Starting largely with the award of the 2006 Nobel Peace Prize to Grameen Bank,

a non-profit microfinance institution based in Bangladesh, microfinance has been touted as an av-

enue towards the end of poverty around the world. The idea, largely pushed by popular economics

publications like Muhammad Yunus’ ”Creating A World Without Poverty” (Yunus & Weber, 2014),
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has caught the eye of the public and policymakers as an alternative to traditional humanitarian

aid.

But with all of the hype surrounding microfinance, there is a surprising paucity of economic

literature devoted to rigorous analysis of the economic and social impacts of access to credit for

impoverished communities in developing countries. In particular, there is almost no evidence on

the effects that access to microfinance can have on the health behaviors of members of these com-

munities. It has been well established that individual and public health are an important indicators

of the overall development of a country, as can be seen in the Millennium Development Goals

published by the United Nations (”United Nations Millennium Development Goals,” 2014). This

paper attempts to address the lack of evidence surrounding microfinance using data from a ran-

domized trial in India conducted from 2005-2007. Specifically, the goal is to determine how the

health behaviors of households in a low-income community change with access to a microfinance

program using regression analysis. The evidence can hopefully separate myth from fact in order

better inform NGOs, policymakers, and the general public about the real effects of access to credit

for low-income communities.

2 Literature Review

As previously stated, there is a surprising lack of evidence surrounding the health effects of access to

microfinance. Of those academic publications that do exist, a majority focus on institutions that pair

microfinance with other health services. For example, a study on microfinance paired with health

education services found positive health changes across a number of indicators (”Leatherman &

Dunford, 2014). However, these inquiries do little to isolate the effects of microfinance itself, which

is critical to know because microfinance can be scaled far more easily and profitably if it is not

paired with not-for-profit services. Another segment of the literature on the relationship between

microfinance and health focuses on women’s empowerment, particularly the reduction of domestic

violence. Most of these publications are based on a study of microfinance and domestic partner

violence in South Africa (Kim, 2014), which found that access to microcredit indeed can reduce
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intimate partner violence significantly. While this is certainly an important result, this study fails

to paint a picture of the effects of microfinance on more general health behaviors.

There are in fact a few studies on microfinance that mention the health effects of credit alone,

but they do so in passing and without sufficient specificity. For example, the paper published by

the designers of the Spandana trial in India in 2007, which is the data set that this paper uses, says

simply that the authors did not find any health differences between treatment and control groups

(Banerjee, 2014). Nowhere in the literature review undertaken for this paper is health behaviors

or decision-making mentioned at all. That lack of analysis on the impact of microfinance on health

behaviors and the superficial treatment of health in the microfinance literature in general forms the

inspiration for this paper.

3 Conceptual Background

The economic rationale behind a credit market is simple. Credit allows people or organizations

to smooth their consumption over time rather than consuming large amounts at some points and

consuming little at other times. This is generally viewed as maximizing consumer utility. For

example, a person buying a house will take out a loan and pay it back in small increments over

time so that their expenditures do not change drastically at the time of the purchase. At its essence

microfinance allows low-income consumers to do the same, although many institutions provide

the loans for the explicit purpose of investing capital in a self-run business. Investing in a self-run

business will ideally increase the income of the consumer as it will make the business more profitable

and allow the business to grow in ways that were not possible with its previous revenue stream.

The necessity of credit to grow a small business in a low-income area can be thought of as part of

what economists term the poverty trap. The poverty trap usually describes the situation in which

a low-income person does not have enough resources to invest. Investment in this context often

describes investment into human capital, such as further education, which allows the individual to

increase their income in the future. Without sufficient wealth or income to invest, a low-income

person has no way to increase their human capital in order to generate more income, and thus
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becomes trapped in their low-income state. In the context of a developing country like those that

this paper investigates, the high prevalence of unofficial self-run businesses means that low-income

individuals do not have the ability to invest either in their own human capital or in their business,

and so their business is ’stuck’ with extremely low profits and the individual remains with little

income.

The other important economic theme of this paper is the link between wealth and health out-

comes. It is clear from sources like the United Nations and the World Health Organization that

country-level income is strongly correlated with a variety of public health indicators (”United Na-

tions Millennium Development Goals,” 2014). Furthermore, individuals with greater wealth tend

to have better health outcomes across the world. However, the causal link is far less understood.

Based on a review of the literature, it is generally assumed that causality extends in both directions.

Greater wealth causes better health because wealth improves access to health services, and better

health causes greater wealth because a healthy person is more productive and will often have a

higher income as a result. In low-income settings like those discussed in this paper, the causality is

likewise assumed to extend in both directions.

Microfinance might affect the health behaviors of those receiving the loan in two competing ways.

First, since a microfinance institution is intended to increase the income of the individuals it serves,

the changes in health behaviors depend on whether ’health’ when viewed as a consumable good

should be considered a normal good for this level of income. If a person in a low-income community

tends to view health as a normal good, we should see an increase in behaviors associated with health

consumption as income increases. Based on the fact that health generally increases with income,

it is safe to assume that health is indeed a normal good. However, the analysis must also take into

account the fact that loans allow people to smooth consumption even when buying a potentially

expensive good. It might be the case that with a loan it is now possible for the person receiving

the loan to buy a relatively expensive item, and that person buys the item by reducing the rest

of their consumption over the period of time that they pay the loan back. This effect would tend

to decrease the resources devoted to ’health’ as a good because those resources would instead be

devoted to repaying the loan. This effect will be particularly acute if the income of the individual
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receiving the loan does not appreciably increase over the repayment period. Since these two effects

act in opposite directions, it is difficult to tell from theory alone whether health behaviors will

change with access to formal microfinance for low-income individuals in developing settings. This

fact makes empirical analysis of the issue all the more important.

4 Methods

The data used in this regression analysis comes from a randomized controlled trial performed

by researchers affiliated with the for-profit microlender Spandana in Hyderabad, the fifth largest

city in India, from 2005-2007.1 The researchers identified 104 ”slums”, also called ”areas”, that

Spandana would be indifferent towards providing loans to. Each area contained between 46 and 555

households. The areas are characterized as ”poor, but not the poorest of the poor” (Banerjee, 2014)

and were non-adjacent to minimize spillover effects. The study purposely excluded areas with large

densities of people that Spandana believed would be particularly profitable and areas that contained

a large share of workers in migrant industries like construction because of difficulties tracking down

migrant clients for repayment of the loan. Starting in 2005, Spandana began opening branches in 52

randomly selected areas out of the 104 total. In 2007, after between 15 and 18 months of the branch

being opened, the researchers surveyed on average of 65 households per area for a total of about 6,850

households. The survey took between 1-2 hours to administer and contained questions on residents

of the household, expenditures, business activities, and behaviors. Only people who had been living

in the area since Spandana had introduced a branch in 2005 were surveyed. Because households

in the treatment group were selected to be surveyed based on baseline data that Spandana had

collected on the area in 2005, households in the treatment group were more likely to be Spandana

clients. Therefore, the results from each area are weighted in the regression according to account

for the increased probability of selection of Spandana clients. The data from each area are clustered

to account for similar characteristics.

The structure of the loans was based on a group model developed at Grameen Bank. Spandana

1The methods outlined in the section are described fully in Banerjee, Duflo, Glennerster & Kinnan, but also
briefly in references Banerjee, Karlan, & Zinman and ”Primary Menu.”
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lent to women aged 18-55 who had lived in the area for at least a year. Each received about Rs.

10,000, which is equivalent to $200 at the 2007 exchange rate or $1000 adjusted for purchasing power

parity. The interest rate was approximately 12%, to be paid back over 50 weeks. The recipients of

the loans were required to form groups of 6-10 on their own, and each group was responsible for

the loans all its member. This grouping tends to select for women who are more likely to repay

their loans, or at least selects for women whose peers view them as more likely to repay their own

loan. A collection of 25-45 groups formed a center, and each center met periodically to discuss

and conduct repayment. The Spandana loan is slightly different from loans provided by most other

microfinance institutions in that it does not require the women to own or start a business, although

the explicit expectation of Spandana executives was that the loan recipients would indeed use the

money for business purposes. From the point of view of the researchers who designed the study,

this type of loan allows for analysis of the effects of access to credit alone without the interfering

effects of additional services or requirements.

5 Relevant Prior Results

The authors of the original paper based on the study make several notes that are important for this

paper’s analysis of the data. First and most importantly, there were other lenders and microfinance

organizations operating in both the treatment and control groups both at the start and throughout

the trial. At the time of the survey, a full 89% of households had an outstanding loan of some

kind. Although the usage of formal microfinance programs was only 18.4% in the control group

(8.4 percentage points lower than the treatment group), analysis cannot hinge on access or lack of

access to credit. Instead, regression demonstrates the ”intent-to-treat” effect of putting a branch

into the area and actively attempting to expand microcredit to the residents (Banerjee, 2014),

which did in fact increase the ease and availability of microcredit products for the area. It is also

possible that the characteristics of the people who already had microfinance may be different than

the characteristics of those who utilize the service when access is easier, which tempers the analysis

somewhat.

154



Second, it is important to keep in mind that this trial was carried during a period of extremely

rapid economic growth in Hyderabad. From 2005-2008, real average household consumption in-

creased by more than 100% (Banerjee, 2014). While level of growth might certainly be realistic for

many of the communities in which institutions have an interest in establishing microfinance services,

the trial will be less useful when trying to understand the effects of microfinance in a stagnant or

low-growth setting.

Third, it is important when analyzing effects from this trial to note that the uptake of microcredit

services was relatively small and in some cases took the place of other lenders. It appears that

no more than 35% of this eligible population will actually utilize microfinance at a given time,

which is a far cry from the 80% expected utilization and is lower than the uptake seen in the

few other randomized trials of this type (Banerjee, Karlan, & Zinman, 2014). This means that

any intent-to-treat effects will not show up as strongly in the data as it would if the uptake were

higher. However, it is still true that microfinance utilization was 8.4 percentage points higher in

the treatment group than in the control group (26.7% to 18.4%) so there is certainly a statistically

significant intent-to-treat effect. It appears that often official microfinance institutions will take the

place of existing community lenders rather than provide credit where there was none before. The

number of consumers who borrow from informal sources decreased in the treatment group, and there

was no statistically significant effect on overall amount borrowed (Banerjee, Duflo, Glennerster &

Kinnan, 2014).

The original study also produced relevant results with respect to income and female empower-

ment that we might expect to prefigure our results. In the treatment group there was not a large

increase in business profits, but profits did increase markedly for businesses that were already prof-

itable, specifically those above the 95th percentile of profitability (Banerjee, Duflo, Glennerster &

Kinnan, 2014). Furthermore, there were more businesses created but they tended to be smaller and

less profitable than average. This may be due to the fact that the treatment likely had the biggest

effect on the marginal clients: many of those who could put a loan to good use may have already

gotten a loan from somewhere before treatment, which leaves only those who will take a loan if

the cost is low but not if the cost is high (cost here being the economic cost including finding a
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loan, traveling outside the neighborhood if necessary, etc). After treatment, businesses were slightly

more likely to be female-run but no more people were employed by businesses than before (Banerjee,

Duflo, Glennerster & Kinnan, 2014). Finally, labor supply in treatment groups increased, with the

household head and their spouse contributing on average about 3 more hours per week to self-run

businesses. With these results in mind, this paper will now examine the intent-to-treat effect on

health behaviors.

6 Results

This analysis uses regression to determine the effects of improved access to microfinance services on

health behaviors. There were 4 variables of interest: use of latrines, purification of water for adults,

purification of water for children aged 0-2, and purchase of health insurance. The use of latrines

and purification of water are general measures of health behavior that might prevent disease and

are influenced by the Millennium Development Goals (”United Nations Millennium Development

Goals,” 2014). Purchase of health insurance includes both traditional health insurance as well as

medical/accident insurance. Summary statistics for these dependent variables can be found in Table

C. The regression used, which is the same format as the original paper from this data set (Banerjee,

Duflo, Glennerster & Kinnan, 2014), was set up as follows:

yia = α+ β ∗ Treatia +X ′
iaγ + εia (1)

Where y is an indicator variable for presence of behavior in household i and area a, Treat is

an indicator variable denoting whether or not the household was in a treatment area, β is the

intent-to-treat effect, X ′
iaγ is the control variables and their coefficients, and εia is the error term.

This analysis used several control variables, some at the area level and some at the household

level. At the area level the regression controlled for number of households in the area, probability

that an adult in the area was literate, probability that the head of a household was literate, and

the number of resident run businesses. At the household level the regression controlled for number

of people in the household and ownership of cell phones and a fridge, both of which are proxies for
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the wealth of the household because no income data was collected. The summary statistics of all

the control variables can be found in Table B.

The regressions found no statistically significant changes in either water purification variable

or in the health insurance variable, but did find a statistically significant increase in the use of

latrines among households in the treatment group. The effect on latrine usage was quite small:

a resident of a treatment area was about 2% more likely to use a latrine than not use a latrine,

with a 95% confidence interval of approximately (.008,.031). There were no statistically significant

effects at all when the regressions were run without control variables. The R-squared values for the

controlled regressions were quite low, with most in the range .02-.05. This was expected because

health behaviors vary wildly from person to person with little explanation, and will be difficult to

fully explain using only the variables available. However, this paper argues that even with relatively

small R-squared values the regressions do explain enough of the variation to be useful. A full list

of the results from the regressions can be found in Table A.

The control variables in the regression were chosen to account for various differences between

both households and areas that might affect health behaviors. At the area level, the analysis

controlled for number of households, proportion of adults who are literate, proportion of heads of

households who are literate, and the number of businesses. A larger number of households might

increase the likelihood that households split the cost of health goods like latrines, and therefore

might be more likely to use a latrine. A higher proportion of literate adults and literate heads

of households generally means a more educated community and leadership, which might be more

knowledgeable about positive health behaviors. The number of businesses in a given area might

indicate the amount of time or resources that residents put into their businesses, which might take

the place of other health behaviors.

At the household level the regressions controlled for number of people in the household and

ownership of cell phones and a fridge. The number of people in a given household might change the

amount of resources that the household is able to devote to each person, and could potentially affect

the investment into health-producing goods. Ownership of a cell phone or a fridge is used here as

a proxy for the wealth of the household because neither income nor wealth data was collected.
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7 Discussion

It appears based on regression analysis that access to microcredit does not significantly impact the

health behaviors of households in a low-income community. This might have been expected from

the relatively modest changes in business profitability observed in the previous study based on this

data (Banerjee, Duflo, Glennerster & Kinnan, 2014), but is an important result in its own right.

Since average business profits did not change appreciably for most businesses as a result of the

trial, most residents did not see a large increase or decrease in income as a result of the loan. The

relatively small change in income for most people means that few clients have extra resources to

devote to health-related activities. Those that did profit from the loan tended to already control

profitable businesses before the loan was provided and in all probability already had ’good’ health

behaviors.

The probability that a household uses a latrine was the only health behavior that increased in

the treatment group compared to the control group. This is an interesting result that does not seem

to have a clear explanation, but it is important to point out that this behavior is different from the

other health behaviors in potentially significant ways. Out of the four dependent variables studied,

use of a latrine might be the most instantly rewarding behavioral change because there is often a

level of shame or repulsion involved with not using a latrine. And unlike the other indicators, use of

a latrine may not require a significant financial investment because they can be built by community

members using pooled resources. Ultimately, however, the change in probability of using a latrine,

while statistically significant, is not particularly important in this case because the coefficient in

the regression is so low. An increase of 2% in the number of residents who use a latrine is not cause

for celebration and in reality will have little effect on the disease burden that the community faces.

All of these conclusions add further evidence to the notion that microfinance alone is not the

’cure’ for poverty. Without a significant change in the health behaviors of a low-income community

in a developing country, that community will struggle grow economically and socially as fast as

it might otherwise. These results support the general consensus found in academic microfinance

literature that microfinance does not have the incredible benefits its proponents once believed it to.
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As such, it is limited as a development tool (Banerjee, Karlan, & Zinman, 2014).

It is important to note that while health behaviors did not appreciably increase, they also did

not decrease. As discussed in the Conceptual Background section, the changes in consumption that

accompany loans might very well reduce investment in health-producing activities. An individual

receiving a loan might decide to reduce their consumption of, for example, water filters in order

to pay back a loan that they took out from a microfinance institution. The regressions here show

no statistically significant evidence of such an effect. One might argue, however, that while there

was only one statistically significant result, each of the coefficients on the other 3 variables were

negative. It is possible that with more power or in a different set of circumstances such effects

might be significant, and it is certainly true that the topic merits further investigation.

There are several potential limitations to the analysis conducted based on these regressions, most

of which have been alluded to already. First, the fact that there were a number of informal lenders

and a few microfinance organizations operating in both the treatment and control groups throughout

the process means that we cannot make a definite conclusion about the effects of absolute access

to microfinance products. Instead, we can only look at the intent-to-treat effect in the population.

Second, the trial was conducted during a period of strong economic growth in Hyderabad, so

the conclusions drawn from the data may not reflect the effects of improved access to microfinance

in low-growth situations. It seems likely, however, that many applications of microfinance will

be in similarly high-growth contexts, and this analysis is useful for those contexts. Furthermore,

because the regression attempts to control for household wealth using indicators like ownership of

a cell phone or fridge, the results may generalize to stagnant or low-growth situations as well as

high growth ones. However, since the controls are imperfect measures of wealth, generalizations to

low-growth settings should be made cautiously.

Third, as discussed in the Prior Relevant Results section uptake of microfinance products in

the treatment areas was relatively low compared to similar randomized trials. This means that the

power of the regressions is reduced.

Fourth, this trial only investigated the effects of pure access to credit, and does not draw conclu-

sions on microfinance programs that are paired with other development initiatives like educational
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programs or requirements to start a business. It seems likely based on some preliminary stud-

ies that microfinance does not interfere with the effects of humanitarian programs (”Leatherman

& Dunford, 2014), but more research into specific health behaviors is needed in this area before

definitive conclusions can be drawn. It is also important to realize that the timeframe analyzed

was only 15-18 months after introduction of the branch, and it is possible that changes in health

effects will take hold after a longer period of time. It seems likely that if microfinance does in fact

increase income in the long term, development indicators like health behaviors will change as well.

This paper’s analysis is limited to the short term effects of improved microfinance access on health

behaviors.

Finally, since every person in the sample population was living in the same city and was presum-

ably part of the same ’culture,’ there might be problems when generalizing these results to other

countries with other cultures. Comparisons of results in the original paper published on this data

to the results of other randomized trials across the developing world are similar, which lends some

confidence to the idea that results on health behaviors is likely also consistent, but it is important

to keep in mind that behavioral reactions to microfinance might differ across different cultures.

As such, attempts to generalize these conclusions worldwide must be undertaken with a healthy

caution.

8 Conclusions and Implications

As a whole, the evidence from this trial indicates that improved access to microfinance does not

appreciably encourage or discourage health-related behaviors. The explicit aim of this paper is to

provide private entities, policymakers, and the general public with a greater understanding of the

true effects that access to microcredit has, and the information should inform both private decisions

and policy debates. It appears that, consistent with analyses of other development indicators in

microfinance trials, microfinance alone will not solve poverty or health problems. Microfinance as

a development tool should be shown for what it is: an imperfect but probably positive part of

the solution. It is also abundantly clear that the evidence on the health effects of microfinance
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is simply too sparse to make any truly conclusive statements about causality. Further research

must be undertaken, in different cultures and circumstances and for longer periods of time, before

a verdict can be reached. This paper’s most ardent recommendation is increased funding of trials

like the one discussed here so that the question can be more fully explored. Until then, no definitive

statements can be made.
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Table B: Control Variables Summary

Mean Std. Dev. Min Max

Area Variables

Number of Households 309.9 147.2 46 555

Proportion of Adults who are literate 0.65 0.09 0.4 1

Proportion of Heads of Households who are Literate 0.69 0.11 0.4 1

Number of Business in the Area 36.1 18.1 4 97

Household Variables

Does the Household Treat Water for Adults (binary) 0.52 0.5 0 1

Does the Household Have a Child Aged 0-2 (binary) 0.21 0.41 0 1

Does the Household Own a Cell Phone (binary) 0.65 0.48 0 1

Does the Household Own a Fridge (binary) 0.18 0.38 0 1

House Many People Live in the Household 5.61 2.12 1 26

Notes (a) This table provides summary statistics for all of the control variables used, grouped by whether

they are measured by area or by household (b) Variables noted with the tag (binary) are binary variables

Table C: Dependent Variable Proportions by Treatment Group

Mean Std. Dev

Dependent Variables: Treatment Control Treatment Control

Latrine Usage 0.94 0.93 0.24 0.25

Treat Water for Adults 0.39 0.39 0.49 0.49

Filter Water for Children Ages 0-2 0.99 0.1 0.3 0.3

Have Insurance 0.2 0.22 0.4 0.41

Notes (a) All outcomes are treated as binary in the regression so numbers in the table refer to proportions

of the population that exhibit this behavior
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Abstract

There is a large body of scholarship in circulation that has examined the causal relationship

between economic factors and output growth leading up to the Asian Financial Crisis of 1997,

many of which proposing speculative attacks on the Thai economy as the primary cause. Yet

despite its relevance to the study of the pre-crisis Thai economy, there are currently no studies

examining the price movements of non-ferrous metals as indicators leading up to the event.

This paper examines and compares the metal markets in the semiconductor-dominant Thai

market in the mid-90s as an insight into the predictive value of metal prices over the short-,

medium- and long-terms. Our study finds that, when assumptions are held, some non-ferrous

metals appear to have great value as short- and long-term recession predictors.

1 Introduction

In the run up to the crisis of 1997, Thailands economy posted an average sub-10pct growth year-on

year. This was the period of the semiconductor boom, with large multinational companies funnelling

large amounts of capital to newly-industrialized nations and their large stocks of cheap labor. One
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of the beneficiaries of this was Thailand and its nascent semiconductor market. By the late 80s and

early 90s, a good part of the Thai economy was propped up by large inflows of investment capital

(Basu & Miroshnik, 2000) and along with that the taking off of its equity and real estate market.

In quiet, speculative money grew and so did a bubble. Demand for non-ferrous metals used in the

production of semiconductors also hit new highs. Yet beneath the veneer of the industrial activity,

fragility was still in the bones of the Thai economy - characterized by a floundering export climate

through the early and mid 90s and deep current account deficits that Thailand never seemed to pull

out off. So when the semiconductor industry began to slump, the Thai economy was essentially left

defenseless and vulnerable. In one fell swoop, the broad of speculators that gathered the speculative

markets in Thailand, and certainly beyond, was taken out.

While the crisis itself was possibly unpreventable given the exogeneity of circumstances leading

up to the event, there are merits in its study. The primary objective of this paper is to determine

whether predictors exist, embedded in the pre-crisis metal markets, that could have helped provide

a prescience to the circumstance and thereby mitigate the destructive fallout associated with the

crisis.

2 Literature Review

The body of literature currently in circulation that deals with modelling leading indicators for im-

pending financial crises often deal with macro-financial data. One of the earlier attempts singularly

studied the yield curve as a predictor of US recessions (Estrella & Mishkin, 1996) and provided a

strong argument for the usage of the probit method as a useful tool to model event probabilities.

Consequently, this method of analysis gained currency over the following years from modelling busi-

ness cycles to dating (Bamara, 2006; Dopke, 1999; Katsuura & Layton, 2001). Similarly published

at the end of the last century in the International Monetary Fund Staff Paper series was a paper

studying a more comprehensive array of classical macro-economic indicators, like international re-

serves, domestic real interest rates, imports and exports (Kaminsky, Lizondo & Reinhart, 1998).

This provided one of the first attempts at modelling a generalized warning system via a compos-
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ite of indicators. Nonetheless, there has never been a paper that has covered an industry-specific

approach to a recession.

3 Definitions and Methodology

Since a predictive model necessitates a demarcated timeframe, one of the dicier issues in this study

is in regards to the definition of the start and end points of the crisis. There are, in theory, many

unofficial definitions of a recession, with different econometric models pursuant to the authors choice

of definition. In general, the accepted understanding of a recession is certainly any period of decline

in economic activity (Claessens & Kose, 2009). Given the privy, the author of this paper has

chosen to define the scope of a recession as at least two consecutive quarters of negative growth.

And since this specifies a nominal, binary response, the analysis henceforth is therefore provided

by the probit model. The primary merit being the provision of a clean and intuitive interface upon

which conclusions may be drawn, the secondary being the long tradition of scholarship devoted to

this process. In general, the non-heteroskedastic probit model assumes a given dependent variable

characterized by a dichotomous outcome given by a vector I of n independent variables, transformed

into a continuous variable and taking on a normal distribution:

P = pr(Y = 1|X) = φ[β1X1i + β2X2i + β3X3i + ...βnXni]

=
1√
2π

∫ I=
∑
βiXi

−∞
e

t2

2 dt (1)

, where phi provides the restriction on the model that results in a value between zero and 1, and

where, by symmetry, when Y=0, the probability is 1-P. The probability of a recession is thus given

as the area under the normal distribution from negative infinity to estimated I.

The model, which assumes that variance in the error term is constant, ie homoskedastic, was

chosen over the heteroskedastic probit, since: (i) each univariate probit regression deals with a

single independent variable and how it relates to changes in the probability of our dependent
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variable over time (as opposed to relating changes in the probability of our dependent variable with

different variables cross-sectionally) ,(ii) the heteroskedastic probit model has been found to be

fragilely specified (Keele, 2006) and as a consequence is rarely used by researchers studying leading

indicators. In sum, the lack of overt heteroskedastic tendencies in our data, and certainly of the

form of research undertaken, do not necessitate the unorthodox usage of the modified probit.

4 Data

The data collected for the analysis is as follows: (i) From the second quarter of 1995 to the third

quarter of 1997, the quarterly percentage change in GDP data of Thailand; (ii) From the second

quarter of 1995 to the third quarter of 1997, the quarterly percentage price changes in the non-

ferrous metals(excluding copper and nickel) spot market. From a static evaluation of each individual

data point, we obtain a forecast some k quarters ahead (where k=2 for short term, k=4 for medium

term and k=8 for long term), and coded for 1=recession and 0=no recession if we witnessed one

or the other k quarters from a given point. The choice of data collected for this study is intuitive;

we avoided yearly and bi-yearly data due to its diminished precision, and monthly data due to the

noise that short-term data often creates. Quarterly data thus ensures minimum noise for as much

precision as we need.

A Variance Inflation Factor test was then conducted via least squares on all lagged periods with

all variables (Tables 1.1-1.5) to ascertain variable suitability. Since VIF from the regressions of

all independent variables on the remaining independent variables are less than 10, the variables

selected do not violate the assumption of non-multicollinearity (When the R-squared between any

given pair of independent variables is greater than 0.9, the VIF is greater than 10. This provides a

common threshold of determining multicollinearity (Kopalle & Mela, 2002)).

What is endeavored to be achieved by this paper is now clear; a post-mortem analysis of the

1997 Asian Financial Crisis from the perspective of the industry (through metal prices as a proxy

for industrial demand and supply). This comparison allows us to determine the first movers prior to

the crisis and provide a useful reference for future pre-emptive hedges against crises of such nature.
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Of course, it is noted that the non-ferrous metal market is not immune to its own speculation,

however, with the removal of the more speculative non-ferrous metals - copper and nickel (Papp

et al., 2008)- the price movements of the remaining metals are an acceptable proxy for industrial

supply and demand. Further it is noted that price data, as opposed to inventory data, is often more

accessible to the general public which would allow the results of this study to be referenced by the

lay investor in other similar contexts.

5 Estimation

The analysis of estimated indicator performance is based on the z-statistic and the McFadden′s

R-squared, the latter being a pseudo R-squared adopted in logistical regressions, given by:

R2
m = 1− ln(L(Mfull))

ln(L(Mint))
(2)

Since the log-division component of the equation takes on a value between 0 and 1, the primary

characteristic of this parameter is similar to its least squares counterpart, taking on values between

zero and 1 as descriptors of how well a model specifies the investigated variable. However, unlike

the OLS R-squared, the McFadden′s R-squared accepts lower values as indicators of good fit, with

anything between 0.2 and 0.4 considered as an excellent fit (McFadden, 1977). In our analysis, we

first observe this pseudo R-squared value to determine if the independent variable is a good fit. If

so, we then observe its marginal effect on the dependent variable.

In probit modelling, the sign of the coefficient only gives the direction of change and not the

actual marginal effect on the dependent variable. To find the actual marginal effect, we assume the

properties of the cumulative distribution function and derive the actual marginal effect via the first

order condition of (1):
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∂P

∂Xi
=

1

2
[1 + erf

Xi√
2

]βXi (3)

which is the standard normal probability density function (of zero mean and unit variance) evaluated

at a given value of an independent variable. Considering the form of our data set, we modified the

coefficient of the independent variable from the preceding first order condition by a hundredth so

that a one percent change in the independent variable corresponds directly with a one percent

change in the dependent variable:

ME =
1

2
[1 + erf

Xi√
2

](
1

100
)βXi (4)

Since there are various x values in a data set, one convention (which shall be applied here) is to

take the mean of the marginal effects evaluated at each value of the given independent variable,

summed then averaged. Given nine values for each variable in our data set:

AME = (
1

9
)

9∑
n=1

[
1

2
[1 + erf

Xin√
2

](
1

100
)βXin] (5)

This provides a closer approximation of the partial effects of an independent variable on the de-

pendent variable vis-a-vis the marginal effect evaluated at the mean (Bartus, 2005). Therefore, we

derive a modified average marginal effect (AME) of the independent variable which describes the

direction and strength of an independent variable′s relationship with the dichotomous dependent

variable.
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6 Results and Discussion

Salient findings are detailed in table 3, distilled from the probit regression results detailed in tables

2.1-2.13: Based on our findings, we observe that Tin is a fair short-term indicator, with a 1 percent-

age increase in the price of Tin resulting in a more than 2.4 percent decrease in the probability of

a recession seen two quarters from that change, while Aluminium is an appropriate medium-term

indicator, with a 1 percentage increase in the price of aluminium resulting in a more than 8 percent

increase in the probability of a recession seen four quarters from that change.

We also observe that Lead and Zinc perform extremely well as long-term indicators, with a

1 percentage increase in the price of lead resulting in a 10.5 percent increase in the probability

of a recession seen eight quarters from that change and a 1 percentage increase in the price of

Zinc resulting in an approximately 8.9 percent decrease in the probability of a recession seen eight

quarters from that change We note that while there is, in theory, no upper or lower bound to

the percentage changes in prices, the changes in probability of a recession are moving within the

bounds of 0 and 1 given by the density function, therefore an eight to ten percent change should

be interpreted significantly. Immediate conclusions, however, cannot be drawn from the above.

We assume that, a priori, all four metals each have exclusive (non-substitutable) functions in

the semiconductor industry and low trading volatility, yet we observe contradictory movements in

metal prices and their recession predictions: Aluminium and Lead being positive indicators and

Tin and Zinc being negative. Taking the derivative of recession probability with regard to price

change, p, the following holds:

∂P

∂p(DDal)
,

∂P

∂p(DDlead)
> 0;

∂P

∂p(DDtin)
,

∂P

∂p(DDzinc)
< 0 (6)

Where price is some positive function of demand. Given a priori assumptions, we further postulate

that demand for all four metals and their recession predictions should move in tandem, ceteris

paribus. Specifically, if price movements are antecedent to the recession, recession probability

should be a negative function of price change, or simply:
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P = −α(p) (7)

Some observations from our probit model however indicate otherwise.

Two (divergent) possibilities may be drawn: (i) price movements of the primary semiconductor

metals in the industry is not evidenced to be indicative of the recession in 1997, but only appear

to be leading indicators by incident; (ii) Both metals of the Tin-Zinc pair are leading indicators,

with each having a substitutable function and thus a substitute metal within the pair. Assuming

substitutability, we observe the following cross-price elasticity:

∂DDm1

∂pm2
∗ pm2

DDm1
> 0 (8)

For equation (8) and thus conclusion (ii) to hold, metals, M1 and M2, when chosen, must be from

a single pair of metals that moved in tandem with the change in recession probability (given by

our probit), either Tin-Zinc or Aluminium-Lead. However, as established earlier, only Tin-Zinc

moved in our postulated direction given by (7), therefore metals, M1 and M2, must individually be

one from the tin-zinc pair. A theoretical consideration, however, is that, as substitutes, a runaway

inflationary scenario exists, where an increase in the price of M1 leads to an increase in the demand

for M2 and thus the price for M2 and thus the demand for M1, since it must hold that the cross

price elasticities of M1 vis-a-vis M2 and M2 vis-a-vis M1 are simultaneously greater than zero.

This is nonetheless mitigated by the inelastic and ponderous nature of physical stock contracts.

Accordingly, from our results, zinc prices moved first as the leading indicator k=8 quarters ahead

of the recession, with tin prices lagging as the short term leading indicator k=2 quarters ahead.

Therefore, the condensed form of conclusions (i) and (ii) is that if Tin-Zinc substitutability exists,

then both from the Tin-Zinc pair of metals are true leading indicators, otherwise there are none.
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7 Conclusion

Based on our in-sample probit analysis, we may tentatively conclude that, where assumptions are

held, tin and zinc do appear to have value as short- and long-term indicators respectively. This

model may be extended upon further investigations made to determine the substitutability of tin and

zinc in the semiconductor industry. Lastly, similar tests of substitutability may then be conducted

on various input pairs for all out-of-sample, binary-specified, pre-crisis economies to investigate the

extendibility of this model.

8 Appendix
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Abstract

This paper uses vector autoregressive analysis to show a change to the Federal Reserve’s

reaction function post 2008. The model’s prediction for the stance of Fed policy show that a

Taylor Rule identification structure for the Federal Funds Rate no longer holds. Stress to finan-

cial markets during the crisis has meant that additional consideration of financial conditions is

needed to accurately reflect Fed decision making since the Great Recession.
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1 Introduction

The Federal Reserve has a dual mandate: maintaining stable inflation and maximum employment.

Since this mandate was declared in 1977, the Fed has used its primary policy tool, the federal funds

rate (FF), to try to best achieve these goals. In 2008, a collapse in the housing market triggered

a crisis in the US financial crisis which spread to the rest of the world. The Fed reacted to the

severity of the crisis by sharply cutting interest rates to zero, where they have remained since.

Economists analyzing the Fed’s policy response have found that the Taylor Rule, which is based

on inflation and unemployment deviation from their target, is a good predictor of monetary policy.

However, when one uses that framework to analyze the response of the Fed to the 2008 crisis,

one finds that the speed and severity of the monetary accommodation is not fully explained. This

paper posits that the dislocation experienced by financial markets at the outset of the crisis caused

financial conditions to become of central importance to the Fed insofar as they reflected the extent

of impairment of transmission channels of monetary policy to the real economy. As such, this

paper believes that in order to effectively understand Fed policy post 2008, a measure of financial

conditions must be included in its reaction function.

This paper will use vector autoregressive analysis of the relationship between key economic vari-

ables to shed light on the Fed’s reaction function pre and post Great Recession. The analysis will

first examine a framework that solely considers the three variables of the Taylor Rule in predicting

monetary policy. The paper finds that while this rule is effective for the pre-crisis period, it fails to

predict Fed policy at the zero lower bound after 2008.

However, when financial variables are included, an unconstrained estimation finds that the FF

should have gone negative after 2008 to provide adequate accommodation to the US economy. This

result is not captured by a VAR model that does not include financial conditions. The difficulty of

imposing negative rates led the Fed to turn to unconventional measures of easing such as forward

guidance and quantitative easing. As the FF loses its information content on monetary policy at

the zero lower bound, this paper compares its predictions to an unconstrained Shadow Interest Rate

that includes measures of unconventional policy (Wu and Xia, 2014).
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This paper establishes that when financial conditions are included in the VAR model, the pre-

diction of the Fed’s monetary policy stance improves significantly. However, it also shows that

between 2008 and 2012, the Fed should have engaged in even more quantitative easing than was

the case and having done so, should have started tightening earlier by 2013. The results also suggest

that to compensate for an overtly tight policy during the first part of the recession, the Fed has

had to maintain QE for a longer period of time after 2013 to provide the same cumulative easing

effect on the US economy for the entire 2008-2015 period.

The paper proceeds as follows: Section 2 discusses the relevant economic literature. Section 3

lays out the econometric framework of analysis. Section 4 describes the data. Section 5 presents

the main results and Section 6 concludes.

2 Literature Review

Vector Autoregression

The vector autoregression (VAR) framework was pioneered by Sims (1980) in response to funda-

mental flaws in previous techniques of econometric analysis. “A VAR is a n-equation, n-variable

linear model in which each variable is in turn explained by its own lagged values, plus current and

past values of the remaining n − 1 variables.” (Stock and Watson, 2001) The technique allows for

the model to capture rich relationships and dynamics between variables over a model comprised of

many simultaneous univariate equations.

Stock and Watson (2001) “Vector Autoregressions” uses a small model VAR with three variables

in order to describe the relationships between key macroeconomic indicators in the US. Stock and

Watson’s paper is a survey article of different VAR forms: reduced, recursive and structural. They

use inflation, the unemployment rate and the federal funds rate to assess the power of VARs in

various applications of econometric analysis.

Stock and Watson use data from 1960-2001 to analyze their VAR’s power at the four key tasks of

econometric analysis: data description, forecasting, structural inference and policy analysis. They

find that the three variables all have significant predictive power over one another and that the
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error in forecasts for one variable is largely explained by the other two: “For example, at the 12

quarter horizon, 75% of the error in the forecast of the Federal Funds rates is attributed to the

inflation and unemployment shocks in the recursive VAR.” (Stock and Watson, 2001) For these

reasons, they find that the recursive VAR is an effective tool for US monetary policy description.

Stock and Watson use the VAR for multistep ahead forecasting both out of sample (from 2000

on) and pseudo out-of-sample (1960-2001). For pseudo out-of-sample forecasts, they find that their

three variable VAR improves on both a random walk and univariate autoregression in its predictions

for the variable movements.

While the VAR gives strong results for these two tasks, Stock and Watson find it lacking in

its use for structural inference and policy analysis. Structural inference and policy analysis require

using a structural vector autoregression (SVAR) to identify how the variables are related to one

another. These identifying assumptions are based on economic theory and “even modest changes

in the assumed rule resulted in substantial changes in these impulse responses. In other words,

the estimates of structural impulse responses hinge on detailed institutional knowledge of how the

Fed set interest rates.” (Stock and Watson, 2001) Stock and Watson use a Taylor Rule as their

identifying assumption, which will be discussed in greater detail later in this paper.

What Stock and Watson find is that the VAR “shocks” that would be used for structural in-

ference largely just reflect omitted variables from the model. “Because of omitted variables, the

VAR mistakenly viewed and labeled these increases in interest rates as monetary shocks, which led

to biased impulse responses.” (Stock and Watson, 2001) In reality, identifying the monetary rule is

near impossible and while Stock and Watson find that the inflation rate, unemployment rate and

federal funds rate are the most important variables to consider, there was not a stable rule between

them that the Fed followed. Frequent changes in the policy rule meant that the shocks were not

real monetary shocks, but just the SVAR falling to the Lucas Critique (Lucas, 1976) of incorrect

identifying assumptions.
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Taylor Rule

Stock and Watson find that inflation, unemployment and lagged values of the Fed Funds Rate are

the most effective way to capture movements in the interest rate. The theory behind this comes

from the dual mandate of the Fed: price stability and maximum employment. John Taylor created

the Taylor Rule (Taylor, 1993) as a way of summarizing how the Fed responds to deviations from

target output and inflation. In their model, Stock and Watson use Okun’s Law (Okun, 1963) to

replace the output gap with the employment gap. Stock and Watson write their Taylor Rule as:

Rt = r∗ + 1.5(πt − π∗) − 1.25(ut − u∗) + lagged values of R, π, u+ εt

This equation forms the interest rate equation in the three variable SVAR. Rt is the interest

rate, r∗ is the neutral interest rate of the economy, ut is the average unemployment rate over the

last year, u∗ is the target employment rate or NAIRU, πt is the average inflation rate over the last

year, π∗ is the target inflation rate of 2%, and εt is the error term.

However, the Taylor Rule does not account for interest rates that are constrained by the zero

lower bound. After a period of time at the zero bound, the FF loses its information content about

the true stance of monetary policy.

Shadow Rate

Cynthia Wu and Fan Dora Xia at the Federal Reserve Bank of Atlanta have used Factor Augmented

VAR (FAVAR) to construct a measure of monetary policy that is unconstrained by the zero lower

bound. There series continues from the FF when it hits the zero lower bound at the end of 2008

and allows the stance of monetary policy to be negative to reflect unconventional monetary policy

measures such as forward guidance and quantitative easing.

Wu and Xia (2014) find that ”that the shadow rate calculated by our model exhibits similar

dynamic correlations with macro variables of interest in the period since July 2009 as the fed funds

rate did in data prior to the Great Recession. This result gives us a tool for measuring the effects

of monetary policy at the ZLB, and offers an important insight to the empirical macro literature
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where people use the effective federal funds rate in vector autoregressive (VAR) models to study

the relationship between monetary policy and the macroeconomy... The evident structural break in

the effective fed funds rate [at the zero lower bound] prevents researchers from getting meaningful

information out of a VAR during and even post the ZLB. In contrast, the continuation of our series

allows researchers to update their favorite VAR using the shadow rate for the ZLB period.” (Wu

and Xia, 2014)

Xia and Wu’s Shadow Rate looks at a number of different facets of the US economy in order to

gauge their Shadow Rate prediction. They consider the FF as well as measures of forward guid-

ance, the size of the Fed’s balance sheet and the length of time that interest rates have been at

the zero lower bound. Using all of these, they use the Shadow Rate to “construct a new measure

for the monetary policy stance when the effective federal funds rate is bounded below by zero, and

employed this measure to study unconventional monetary policy’s impact on the real economy.”

(Wu and Xia, 2014)

It will be important to assess the FF predictions of this paper’s different VAR specifications

in relation to both the constrained FF and true measures of monetary policy that include uncon-

ventional policies. While Xia and Wu’s Shadow Rate is not the only one that has been created,

it has been widely cited as effective as a measure of the monetary policy stance since 2009 and is

consistently updated on the Federal Reserve of Atlanta’s website.

3 Methodology

This paper will use recursive vector autoregressions with different specifications to analyze the

relationship between key macroeconomic variables in the United States. Using the findings, it will

comment on the Federal Reserve’s monetary policy reaction function by seeing which set of variables

best describe and predict movements in the Federal Funds Rate and the Shadow Interest Rate.
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Three Variable VAR

In Stock and Watson’s structural vector autoregression, they use the original Taylor Rule as the

identifying assumption for the interest rate rule. They let the rest of the coefficients be determined

by a Choleski Decomposition. The SVAR equation therefore looks like:


Int

Unt

FFt

 =


. 0 0

. . 0

−1.5 1.25 1

 ∗


Int−1

Unt−1

FFt−1

 + 3 additional lags+


uInt

uUn
t

uFF
t


Where Int is the inflation rate, Unt is the unemployment rate and FFt is the federal funds

rate with their lags. A (.) means that the coefficient is estimated from the data using a Choleski

Decomposition. ut is the vector of error terms.

When this paper re-estimates this SVAR, first over the original period and then updating the

sample to 2008, the parameters show instability over their sample and do not hold as a rule for Fed

policy in setting rates. Using this SVAR finds large monetary policy shocks over the sample that

in reality are probably errors in the identifying assumptions.

While the specific identifying assumptions and coefficients of this Taylor Rule do not hold, the

economic theory that the Fed primarily bases its Fed Funds Rate on the inflation rate and unem-

ployment rate is sound. Different iterations and coefficients for the rule have been considered, such

as that by Yellen (2012). However, over such a long time period with a different macroeconomic

paths and different monetary regimes, it would not make sense to consider one fixed interest rate

rule for the entire period.

Furthermore, while the Fed considers a wide variety of factors in setting policy, one of the limita-

tions of the VAR technique is that increasing the number of variables or lags significantly increases

the number of parameters that need to be estimated. Therefore, it makes sense to continue to use

the three variables of Stock and Watson’s VAR as a benchmark for analysis of US monetary policy,

but not to use their rigid identifying structure. This paper will focus on unstructured recursive

VARs to allow the movements in the data over the sample period to identify the relationship be-

tween variables.
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While theory will not form strict identifying coefficients for the variables, it will inform which

variables will be chosen and the ordering of the recursive VAR. When considering Fed policy, the

two most important variables to consider are inflation and unemployment. These are the two fo-

cuses of the Fed’s dual mandate and theoretically inform all of their policy decisions. This three

variable VAR should offer a strong description and prediction of their policy moves as the original

benchmark VAR against which future specifications can be compared.

With this economic relationship in mind, the first VAR that will be used is a three variable

VAR with inflation, unemployment and the federal funds rate as variables. While adding variables

will always improve the ability of the model to fit the data, the cost of additional parameters is

high. So, this paper focuses on a small model for the economy that captures key relationships and

co-movements.

When using a recursive VAR, the variables have to be ordered according to how they causally

affect one another in order to orthogonalize the error terms. “In the jargon of VARs, this is equiv-

alent to estimating the reduced form and then computing the Choleski factorization of the reduced

form VAR covariance matrix” (Lütkepohl, 2007). Figure 4 shows the relationship between infla-

tion and unemployment, highlighting how lagged inflation causes unemployment but there is little

correlation between lagged unemployment and inflation. As these two variables inform the Fed’s

policy setting, the VAR will be structured:


Int

Unt

FFt

 =


. 0 0

. . 0

. . .
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Int−1

Unt−1
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 + additional lags+


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t

uFF
t


Here, Inflation(In), Unemployment (Un) and the Fed Funds Rate (FF) are all allowed to dy-

namically explain moves one another. 3 or 4 lags will be considered and u measures the error term.

Different tests must be conducted to assess the validity and strength of the VAR models being used.

Granger causality statistics test whether the lagged value of one variable is useful when predicting

another. This is important in determining whether there adding a variable improves the VAR’s

estimation by effectively predicting the other variables.
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It is necessary to test the stability of the VAR model in order to ensure that it does not have

unit roots. Otherwise, the relationship between the variables would not be stable over time and

the model would be ineffective.

Stock and Watson finds that four lags is appropriate for their model. However, as this model

updates the data sample until 2015, it re-estimates the Bayesian Information Criteria (BIC) and

Akaike Information Criteria (AIC) to check the required number of lags. The new model finds that

the optimal number of lags is 3, so this paper will consider both VARs with 3 and 4 lags.

After assessing the descriptive properties of the three variable VAR until 2008, the paper will

turn to its forecasting ability. Using the sample truncated at September 2008, to reflect when the

FF and Shadow Rate first diverge as unconventional policy begins, the model will perform pseudo

out-of-sample forecasts and compare its prediction of the Fed Funds Rate with the Federal Reserve’s

actual policy moves and the Shadow Rate. This is the fundamental question of this paper: whether

the same model that effectively describes and predicts Fed policy until 2008 still holds during the

period of the Great Recession. If the model loses its predictive power, it will be necessary to change

or add variables to better reflect Fed policy considerations.

Four Variable VAR: Adding Financial Conditions

The financial crisis began at the end of 2007 and spread from the subprime housing market through

the entire financial sector. The Fed cut the Fed Funds Rate from 5.25% in July 2007 to the zero

lower bound by the end of 2008 (Figure 1). This move was not predicted by just falling inflation or

rising unemployment. It is likely that the Federal Reserve, which states that it looks at financial

markets but does not set rates based on them, used its policy rate to provide additional monetary

easing on account of the financial sector meltdown.

In order to address this departure of Fed policy from being predominately informed by inflation

and unemployment, I will incorporate the conditions of financial markets into the VAR. There are

numerous ways to do this using different variables or indexes. Therefore, a number of different VAR

specifications will be considered.
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This equation represents the new, general 4 variable VAR which includes the variables of the

Taylor Rule, Inflation (In), Unemployment (Un) and the Fed Funds Rate (FF) but also adds a

fourth variable, a measure of financial conditions (FCI).

There are numerous measures of financial market conditions that can be included. Financial

stress indicators vary significantly in complexity. Some are straightforward such as the VIX, which

is a measure of the implied volatility of the S&P 500. However, the variability of the VIX is too

great to meaningfully provide a measure of financial market conditions over the 2008-2015 period.

Bond spreads offer an effective manner of determining market stress. Using the spread between

High Yield debt (BB rated) over T-bills, we can see how the market is pricing risk. During times

of financial stress, these spreads will increase dramatically as can be seen in Figure 1.

Beyond these straight forward measures, there are also financial conditions indexes that have

been created to more accurately reflect financial market stress. Two notable ones are the St Louis

Fed Financial Stress Indicator (Figure 1) and the Chicago Fed’s National Financial Conditions

Index (Figure 1). These use a number of different financial market variables and weightings to

construct an indicator for conditions in financial markets. The particular merit of these indexes is

that they include not only a bond spreads, but a wide variety of other financial market indicators

such as measures of confidence, liquidity and credit.

The St Louis Fed Financial Stress Indicator (SLFSI) “is constructed from seven interest rate

series, six yield spreads and five other indicators”(Kliesen et al., 2010). A summary of the factors

considered can be seen in Figure 3 . This index adds significantly to just a measure of bond spreads

as it contains information both about market risk perception and about liquidity risk. In it, zero is

viewed as normal market functioning and values above are interpreted as above-average financial

market stress.
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The Chicago Fed National Financial Conditions Index (NFCI) (Brave and Butters, 2012), is

calculated from an even wider range of financial market data. The three broad sub-areas consid-

ered in the index are risk, credit and leverage. This means that not only does the NFCI contain

information about risk and liquidity as does the St Louis Fed FSI, but also about bank lending to

consumers and mortgage markets. These would both be of key interest to the Fed when setting

rates, who would be trying to maximize the efficacy of their policy stance. The bank lending and

mortgage markets can be thought of as the multiplier effect of Fed rate changes, and so when in

the Financial Crisis banks stopped lending and the mortgage market froze, FF moves would lose

their potency as a policy tool. Thus, this index is likely the most reflective of Fed considerations

of financial markets during the Great Recession and will offer the best prediction for FF moves.

For all of the new four variable VARs, granger causality statistics, lag tests and stationarity

tests will be computed. Each model will be estimated over the pre crisis sample, 1997-2008 and

the results compared to the original three variable VAR. Then, the VARs will be used for pseudo

out-of-sample forecasting from September 2008 onwards and the results will be compared to one

another, to the original VAR and to the FF and Shadow Rate.

Economic interpretation of the different policy predictions given by the VARs will shed light on

whether the Fed’s monetary policy reaction function has changed through the Great Recession and

whether it was due to new consideration of financial market stress.

4 Data

The VARs used in this paper are small models that focus on key macroeconomic and financial

variables. The three variable VAR uses the same data series as Stock and Watson, except taken on

a monthly rather than quarterly basis to add more detail to the VAR estimation:

Monthly data on Inflation (Consumer Price Index for All Urban Consumers: All Items, Percent

Change from Year Ago, Monthly, Seasonally Adjusted), the Unemployment Rate (Civilian Unem-

ployment Rate, Percent, Monthly, Seasonally Adjusted) and the Fed Funds Rate (Effective Federal

Funds Rate, Percent, Monthly, Seasonally Adjusted).
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Monthly data for the Shadow Interest Rate (Wu and Xia, 2014) is found on the Federal Reserve

Bank of Atlanta’s website.

The financial variables that are considered for the four variable VAR are the High Yield BB

Spreads (BofA Merrill Lynch US High Yield BB Option-Adjusted Spread), The St Louis Fed Fi-

nancial Stress Index and The Chicago Fed National Financial Conditions Index. All are taking on

a monthly basis. The data is found on the Federal Reserve Economic Database (FRED).

The data series are each available for different sample lengths and so effective comparison limits

the sample to Jan 1997 - Feb 2015.

5 Results

Multiple different VAR specifications are estimated in this paper. The results of pseudo out-of-

sample forecasts for each from the period of 2008-2015 are shown in Figure 5. Before considering

and comparing the forecasts, it is important to first address the framework of each of the VARs.

Three Variable VAR Results

The three variable VAR using the original variables of Stock and Watson (2001) meets the stability

criteria of having all eigenvalues less than one. Granger causality tests show that at the 10% level,

all of the variables predictively cause the other two (Figure 7). The information criteria show that

3 lags are optimal under AIC and 2 are optimal under BIC. The estimation will be more robust

with too many rather than too few lags, so the model uses the VAR with 3 lags.

The three variable VAR is estimated until September 2008 and then recursively predicts the FF

until the start of 2015. Figure 5 shows that this model clearly misses the Fed’s policy of cutting

rates to the zero lower bound and keeping them there until 2015. Instead, the model prescribes for

rates to be lowered to 0.8% in October of 2009 and then to slowly to be increased to almost 1.5% by

March of 2015. This policy prediction would provide a far less expansionary monetary policy than

the Fed’s own policy, with a significant difference between the forecasted interest rate and both the

FF and the Shadow Rate.
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Four Variable VAR Results

All four of the key VARs that included financial conditions variables met the stability conditions,

each having all eigenvalues less that one. The AIC and BIC show that for the VARs including the

BB Spread and St Louis Fed FSI, the optimal lag length is 6. For the VAR including the Chicago

Fed FCI, the optimal lag length is 5.

In each of the four variable VAR specifications post 2008 crisis, the financial conditions indicator

variable granger causes the Shadow Rate (as the Fed Funds Rate loses its information content) at

the 1% level for the St Louis FSI (Figure 11) and Chicago FCI (Figure 13) and at the 5% level

for the BB Spread (Figure 9). This notably contrasts to pre 2008, where the financial variables do

not granger cause the FF at any significant level (Figures 8, 10, 12). This result highlights that

the financial variables were not a significant part of the Fed’s decision making process before the

financial crisis, but were part of their reaction function following 2008.

While each of the predictions for the FF is different depending on the financial variable included,

they all show a similar trend (Figure 6). All three of the VARs predict that the FF should have

gone negative at the end of 2008 or start of 2009 to provide greater monetary accommodation to

the US economy. The model also shows that after a period of negative interest rates, the FF should

have been increased between 2010 and 2013 to above the zero bound towards settling a level more

consistent with predictions for the US neutral interest rate, around 3.7% by Fed estimates.

Specifically, the four variable VAR including the BB spread shows interest rates falling to lows

of -0.5% before eventually rising above the zero bound in April of 2010 and eventually settling at

a rate of around 3.5% between 2013 and 2015 (Figure 6).

When we use a four variable VAR model that includes the St Louis FSI, the prediction is even

more extreme. This model predicts that the interest rate would have fallen to -1.67% by November

2009, an even sharper and deeper cut to the FF than with the model using the BB spread. The

model predicts that interest rates would rise to above zero in October of 2010 and then to also find

a roughly stable level of around 3.7% over the 2013-2015 period (Figure 6).

Finally, the most extreme prediction come when the Chicago FCI is included in the model.
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Interest rates are predicted to have fallen for longer to -2.6% in October 2010, when the prediction

including the St Louis FSI was just crossing back above the zero bound. The Chicago FCI predic-

tion only rises above zero in August of 2012 but quickly rises to 5% by March of 2015 (Figure 6).

This improvement in the predictions as the financial variable changes follows an intuitive ex-

planation. The Chicago Fed FCI contains the broadest range of financial indicators that the Fed

would be considering: not just risk as in the BB Spread variable, or liquidity and risk as in the St

Louis FSI variable, but also lending conditions by banks and mortgage providers that would be key

transmission mechanisms through which Fed policy works. With credit channels frozen in 2008, the

Fed would be paying the closest attention to the Chicago FCI and the variables it is comprised of.

It is important to note that these predictions have sizable confidence bands for the predictions.

In the case of the original Taylor Rule variable VAR, the confidence band includes negative interest

rate values. While the 95% confidence interval is a large error margin, this uncertainty does high-

light a key potential pitfall of the model. Within the 95% interval, the prediction for the FF with

the BB and St Louis FSI could have never gone negative and only gone slightly negative with the

Chicago Fed FCI.

Comparison between Predictions

In order to effectively compare the predictions of the paper and assess which offers the best es-

timation of Fed policy during the Recession, both quantitative and qualitative analysis must be

conducted. Looking at the predictions overlaid with the FF and Shadow Rate gives the most com-

parative image of the results (Figure 6). As as Figure 6 shows, the three variable VAR prediction

completely misses the zero lower bound as well as the unconventional policy measures of the Fed

that drove the Shadow Rate negative. The prediction including the BB spread improves on this,

but still does not predict the level of accommodation that the Fed provided. The estimate of the

VAR including the St Louis Fed and Chicago Fed most closely mirror the movements of the Shadow

Rate.

This is not to say that their predictions perfectly track the moves in the Shadow Rate or the

FF. The intuition of the results is corroborated by the work of Woodford (2012) and Reifschnei-
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der and Williams (2000). This paper’s FF predictions lie initially below both the actual FF and

Shadow Rate, meaning that monetary policy in 2008-2013 was not as accommodative as the model

would have prescribed. To compensate, expansionary monetary policy must be continued for longer

than predicted to have the same overall monetary effect on the US economy. “When policy is con-

strained by the effective lower bound, policymakers can achieve superior economic outcomes by

committing to keep the federal funds rate lower for longer than would be called for.” (Reifschneider

and Williams, 2000) (Hakkio and Kahn, 2014)

In other words, the intuition for the Fed keeping rates at the zero lower bound and continuing

QE for longer than the VAR model predicts is so that the cumulative deviation of the monetary

policy stance below prediction offsets the cumulative deviation of policy above prediction. The

significant improvement of the VAR prediction including the Chicago FCI is evident when assessing

the mean error predictions of the different models from the actual FF. The model including the

Chicago FCI finds the smallest overall prediction error by far (-0.39) over the 2008-2015 period,

compared with triple the forecast error for the VAR comprised of only the Taylor Rule variables

(-0.93) (Figure 2).

6 Conclusion

This paper shows that the Fed’s reaction function changed after the 2008 crisis. The inclusion

of a variable for financial conditions into the VAR model in addition to the traditional inflation

and unemployment significantly improves our prediction of Fed policy post 2008. We find that

the Chicago FCI has the best predictive power because of its breadth and inclusion of measures

of market risk, liquidity and credit availability. With this additional variable, our VAR prediction

shows that the FF should have fallen to -2.6% by the end of 2010.

A zero bound interest rate meant that the Fed had to resort to unconventional policy to provide

the required additional monetary stimulus to the economy. This paper also finds that since the

Fed did not react with the speed and intensity prescribed by the model, they have had to keep
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rates at the zero lower bound for longer. By doing so, they were able to provide the same total

accommodation effect on the economy over the entire 2008-2015 period. The cumulative effect is

now almost fully realized. Employment figures are improving and the financial system is healing,

although inflation still has not picked up. One possible extension to this paper would be to use

forward looking expectations for the variables in order to better reflect Fed decision making.
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Appendix

Table 1: Summary statistics

Variable Mean Std. Dev.
Fed Funds Rate 2.573 2.363
Shadow Rate 2.097 2.94
Inflation 2.286 1.213
Unemployment Rate 6.06 1.782
Inflation 2.286 1.213
High Yield BB Spread 3.846 1.988
Chicago Fed FCI -0.352 0.594
St Louis Fed FCI -0.036 1.069

N 219

Table 2: Mean Error Between VAR Predictions and the Fed Funds Rate
Variable Mean Std. Dev.

VAR with Taylor Variables Mean Error -0.931 0.325
VAR with BB Spread Mean Error -2.17 1.581
VAR with St Louis Fed FSI Mean Error -2.056 2.343
VAR with Chicago Fed FCI Mean Error -0.398 2.697

N 80
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Figure 2: Data
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Figure 3: St Louis Fed Financial Stress Index Components
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Figure 4: Cross Correlation of Inflation on Unemployment

202



−
1

0
1

2
3

2008m1 2010m1 2012m1 2014m1 2016m1

Forecast for Fed Funds Original

95% CI forecast

observed
−

2
0

2
4

6

2008m1 2010m1 2012m1 2014m1 2016m1

Forecast for Fed Funds w BB Spread

95% CI forecast

observed

−
5

0
5

1
0

2008m1 2010m1 2012m1 2014m1 2016m1

Forecast for Fed Funds w St Louis FCI

95% CI forecast

observed

−
5

0
5

1
0

2008m1 2010m1 2012m1 2014m1 2016m1

Forecast for Fed Funds w Chicago FCI

95% CI forecast

observed

Figure 5: Fed Funds Rate Forecasts for Different VAR Specifications
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Figure 6: Fed Funds Rate Forecasts
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Figure 7: Granger Causality Tests for Original Three Variable VAR Pre 2008

Figure 8: Granger Causality Tests for Four Variable VAR with BB Spread Pre 2008
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Figure 9: Granger Causality Tests for Four Variable VAR with BB Spread Post 2008

Figure 10: Granger Causality Tests for Four Variable VAR with St Louis FSI Pre 2008
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Figure 11: Granger Causality Tests for Four Variable VAR with St Louis FSI Post 2008

Figure 12: Granger Causality Tests for Four Variable VAR with Chicago FCI Pre 2008
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Figure 13: Granger Causality Tests for Four Variable VAR with Chicago FCI Post 2008
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